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Shapes of Elliptic Methane
Laminar Jet Diffusion Flames
Buoyant and nonbuoyant shapes of methane flames issued from a 2:1 aspect ratio elliptic
tube burner were measured. Nonbuoyant conditions were obtained in the KC-135 micro-
gravity research aircraft operated by NASA’s Johnson Space Center. A mathematical
model based on the extended Burke-Schumann flame theory is developed to predict the
flame length of an elliptic burner. The model utilizes Roper’s theoretical method for
circular burners and extends the analysis for elliptic burners. The predicted flame length
using the theoretical model agrees well with experimental measurements. In general for
the elliptic burner the nonbuoyant flames are longer than the buoyant flames. However,
measured lengths of both buoyant and nonbuoyant flame lengths change proportionally
with the volumetric fuel flow rate and support the L vs Q correlation. The maximum flame
width measured at buoyant and nonbuoyant conditions also show a proportional relation
with the volumetric fuel flow rate. Normalized buoyant and nonbuoyant flame lengths of
the elliptic burner correlate �L /d�Re� with the jet exit Reynolds number and exhibit a
higher slope compared to a circular burner. Normalized flame width data show a power
correlation �w /d=c Frn� with the jet exit Froude number. �DOI: 10.1115/1.2032449�

Introduction

The CO and NOx emissions from combustion systems can be
reduced if fuel-air-mixing rates at different zones of the flame are
controlled. This generally requires a more complicated combus-
tion system design such as staged combustion. Another option is
the post combustion removal of pollutants possible through cata-
lytic conversion or exhaust gas-processing techniques requiring a
high setup and maintenance cost. A more cost-effective way is to
modify the burner geometry, for example nonaxisymmetric geom-
etry, to enhance mixing through an alteration of the near burner
flow-field characteristics �1–4�. Previous investigations have
shown promising improvements of combustion systems with non-
axisymmetric burner configurations, especially elliptic, rectangu-
lar, and triangular shapes with a small aspect ratio of 2–5 �5,6�.
Some researchers have stated that the elliptic jet entrainment rate
is about three to eight times that of the circular jet of the same
equivalent diameter. Elliptic jet combustion efficiency is 10%
higher than that of circular jets because of better mixing �3�. Fur-
ther, diffusion pilot flames have been used in lean premixed gas
turbine combustors to avoid the possibility of blowout. In many
cases the diffusion pilot flames are dominant source of NOx, par-
ticularly when the mass fraction of the total combustor fuel flow
to the pilot flame exceeds 0.3. Due to its superior NOx emission
performance elliptic burner pilot flames may be an attractive so-
lution to this problem.

Elliptic jets are known for its unusual mixing characteristics,
sometimes capable of switching its major and minor axis direc-
tions in different cross sections along the jet �6,7�. In these types
of jets, the deformation of large-scale vortical structures is com-
parable to an isolated elliptic ring. An elliptical vortex ring in a
plane will attempt to take on a circular shape as it propagates
downstream �5–7�. This ring is naturally unstable due to the azi-
muthal variation of the nozzle curvature that causes a nonuniform
self-induction mechanism. As a result, the two axes of the ring
interchanges and promotes a large increase in mixing and entraint-
ment of surrounding fluid into the jet flow compared to that in

circular jets �6�. The distance from the nozzle to the axis switch-
ing location is approximately linearly proportional to the aspect
ratio �5,6�.

Laminar diffusion flames are fundamental to combustion and
their study provides better understanding of transport and kinetic
processes associated with energy release mechanisms. Flame
length and width are important flame characteristics and in past,
have been modeled and measured numerously to delineate con-
vective and kinetic time scales of jet flames �8�. Flame shape
measurements can also be used to validate laminar flame theories
which are a precursor to understanding more complex turbulent
flames. The classical relation of laminar jet flame predicts a pro-
portional relation between flame length and mass flow rate, which
is independent of pressure and burner diameter. This is commonly
expressed as L�Q and can be obtained by equating convection
time scale L /u and diffusion scale d2 /8D. Similarly most theoret-
ical model predicts a proportional relation between flame width
and burner diameter �w�d� regardless of pressure and mass flow
rate. This relation is generally derived from the equity between
axial convective �L /u� and radial diffusion time scales �w2 /4D�.
Most past experimental measurements have confirmed this rela-
tion in buoyant and nonbuoyant flames for circular burners �9,10�.

Although there have been abundant past efforts of developing
theoretical and empirical correlations for flame shape of circular
burner flames, flame shape correlations for asymmetric burners
�especially elliptic burners� are largely absent from the literature.
In this context, the objectives of the present research were to
obtain flame shape measurements of buoyant and nonbuoyant
laminar jet flames issued from elliptic flames and to compare them
with theoretical models. Theoretical models were developed based
on Burke-Schumann and Spalding analysis of jet flames. Digital
flame images were obtained for luminous and nonluminous meth-
ane flame at buoyant and nonbuoyant conditions. Nonbuoyant
flame measurements were conducted onboard NASA’s KC-135
Microgravity Research aircraft, which provided around 20 s of a
low gravity condition by flying parabolic trajectories.

Experimental Methodology
The elliptic 2:1 stainless steel burner used in the study had a

length/diameter ratio of 20 �to insure fully developed laminar
flow� and a major and minor axis dimension of 1.9 mm and 1 mm,
respectively. It was placed inside a closed optically accessible
combustion chamber as shown in Fig. 1 �see Table 1�. The alumi-
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num walled combustion chamber had three windows to provide
optical access for nonintrusive flow diagnostic methods. Experi-
ments were supported by air and fuel intake systems, air exhaust
systems, and safety systems and data acquisition instrumentation.
Methane was stored at a pressure of 1.72�106 N/m2 in a 5
�10−4 m3 cylinder and controlled by a digital mass flow meter, a
precision flow control valve and a timing device. The flow rate
was varied between 4.8�10−7 m3/s to 1.4�10−6 m3/s. The air
intake and air exhaust systems were designed to maintain a con-
stant pressure level inside the combustion chamber. In present
experiments, air pressure was maintained at 101 kPa. Prior to each
measurement the combustion chamber was evacuated to 48.3 kPa
using the pressure difference the air inside at an altitude of 6400
m �the low point of the flight parabola 42.7 kPa atmospheric pres-
sure� and was refilled with dry calibrated air from a pressure
bottle. During a typical run the flame inside the chamber burnt
only 5% of the chamber air. Two remotely operated spark igniters
initiated the combustion process. Nonbuoyant conditions were ob-
tained onboard NASA’s KC-135 microgravity research aircraft. A
time-synchronized g meter records the g levels during the flight.
Typical variations of the g level are shown in Fig. 2. Two high-
resolution charge-coupled device cameras located 90° from each
other record the flame images. The images were collected into two
digital hard disk recorders.

One concern with extracting flame length data from digital im-
ages of hydrocarbon fueled flames is the luminosity due to visible
radiation of soot particles. In luminous flames, length measure-
ments obtained from direct photography generally yield luminous
flame length data. The relation between luminous flame length

and the stoichiometric flame is important since the latter can only
be compared with the theoretical models. Previously investigators
have indicated that the ratios of luminous and stoichiometric
flame lengths are in the range of 0.9–1.8 and the ratios increases
as the laminar smoke point flame length is reached. The volumet-
ric fuel flow rates used in the present investigation covers both the
nonsooting and sooting range of methane flames. To measure
flame length direct digital photography was used to extract the
data �the estimated measurement uncertainties at 95% confidence
interval are ±2.3% of the mean value� of flame length measure-
ments. However, for luminous flames images were filtered
through a polarized CH line filer to measure the flame length.

Flame Length Model Development
The basic assumptions used by Roper �11,12� to estimate the

length of diffusion flame issued from circular burner include �a�
temperature and diffusivity are constant throughout the areas of
the flame, �b� combustion does not change the number of mol-
ecules, and diffusion is only radial and not axial, �c� the unity
Schmidt number and Lewis number, �d� gas velocity component
parallel to the flame axis does not change across the area of the
flame but varies with height. Although the above assumptions can
be justified for circular burners, assumption �d� needs to be modi-
fied to account for the unique flow field encountered in elliptic
burners. Hence for the elliptic burner it is assumed that the flame
gases start with an axial velocity and continue with a mean up-
ward acceleration due to buoyant forces �11�.

For an ellipse, the aspect ratio �AR� is defined as the relation-
ship between the characteristic width of flame in the major �xf�
and minor axis �yf�,

ARyf = xf . �1�

The vertical flame velocity varies with respect to xf and yf by
the equation

xfyf = x1y1��1T/�zT1� . �2�
The dimensionless oxygen defect �see Ref. �12� for details�

�11–13�, C, is used to solve for the flame length and is given by

C =
1

4���x�y
�� exp�−

�2

4�x
−

�2

4�y
�d�d� , �3�

where

�� = D�
0

z 	 dz

vz� f
2
, � = x,y . �4�

The equation for �x is

Fig. 1 Experimental setup

Table 1 Nominal experimental conditions

Minor axis length 1 mm
Major axis length 1.9 mm
Flow rates 4.7833�10−7–1.4352�10−6 m3/s
Jet exit Reynolds number 7.57–22.7
Jet exit Froude number range 4.27�10−5 to 1.28�10−4

Chamber pressure 1.03 kg/cm2

Chamber temperature 296 K

Fig. 2 Measured g-level variations during a flight parabola
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�x = D�
0

z

dz/vz xf
2 �5�

and �x is related with �y by

�y = AR2�x. �6�
The port boundaries correspond to

�2

1
+

�2

4
= r2 = 1 �7�

thus Eq. �3� can be simplified to

Cm = �2��y�−1�� exp −
r2

�y
d�d� . �8�

The parameter equations of an ellipse are

� = ar sin 	 , �9�

� = br cos 	 . �10�

Applying substitution and evaluating r from 0 to 1 and 	 from 0
to 2� Eq. �8� becomes

Cm =
ab

2
�1 − exp − 	 1

�y

� . �11�

The volume of air needed to complete the combustion of one
unit volume of fuel gas S is related to Cm, thus,

Cm = �1 + S�−1 =
ab

2
�1 − exp − 	 1

�y

� . �12�

Taking the natural logarithm gives

ln� 2

ab
	1 +

1

S

� =

1

�y
�13�

then substituting �y into Eq. �13� and solving for the flame length
L gives

L =
x1y1v1Tf

D0�Tf/T0�1.672T1

1

ln� 2
ab �1 + 1

S ��
. �14�

The primary mixture flow rate Q for the elliptic burner is given
by

Q = �x1y1v1
T0

T1
. �15�

Therefore the relationship between the flame length and flow
rate is

L

Q
=

1

D0� Tf

T0
�0.67

AR�

1

ln� 2
ab�1 + 1

S��
. �16�

Results and Discussion

Flame Appearance. Due to the relative shorter duration of the
microgravity condition, the flame length measurements at non-
buoyant conditions are affected by ignition disturbances and un-
steady flame developments. In the present investigation, flames
were ignited at microgravity conditions and time-extrapolation
methods were employed to minimize these effects. After ignition
beginning of the flight parabola, nonbuoyant flames quickly
reached their steady-state dimensions. The time extrapolation
analysis showed that within the microgravity duration, flames’
shapes reached within 4.3% of their steady-state shapes. Figures
3�a�–3�d� show buoyant and nonbuoyant flame appearances at dif-
ferent volumetric fuel flow rates. At low fuel flow rates buoyant
flames �Figs. 3�a� and 3�b� have a prominent blue flame boundary
with a faint blue interior. As the fuel flow rate increases a yellow
soot wing form at the tip of the flame. With further increase in

flow rate the soot wing completely overlaps the flame tip. At
buoyant conditions flames are wider along the major axis �Fig.
3�a�� in compared to the minor axis �Fig. 3�b�� locations. Due to
increased diffusion and reduced advection nonbuoyant flames are
spherical and extend below the burner leap �Figs. 3�c�–3�f�. Non-
buoyant flames contain almost no soot and have an almost invis-
ible interior �the lens and camera settings were kept identical for
imaging buoyant and nonbuoyant flames�. Thus for an accurate
determination of flame shapes, nonbuoyant flame images were
filtered for the CH line �Figs. 3�d� and 3�f�� and digitally inverted.
It also appears that unlike their buoyant counterparts nonbuoyant
flames have similar dimensions in both major and minor axes.
This is most likely due to the dominance of diffusion over con-
vection at nonbuoyant conditions. At the buoyant condition,
flames issued from an elliptic burner grow faster along the major
axis until axis switching occurs. This is due to a higher convective
entrainment along the major axis. However, as the buoyancy level
diminishes the entrainment is largely governed by axial and radial
diffusions. Since the diffusion process is independent of the flame
surface area and only depends on concentration gradients, the en-
trainment pattern in both axes becomes identical and the flame
grows uniformly in both axes. Hence one can infer that the con-
vective entrainment in nonbuoyant flames �large Reynolds num-
ber� may be independent of burner exit geometries. The authors
believe that the present study is the first to report this behavior of
asymmetric flames.

Flame Length. The measured flame lengths of the 2:1 elliptic
burner at buoyant and nonbuoyant conditions for different volu-
metric fuel flow rates are shown in Fig. 4. The predicted �Eq. �16��
flame length values are also shown in the same figure. The least-
square fit of measured buoyant and nonbuoyant flame lengths con-
firms the L vs Q correlation for the elliptic burner. Figure 5 shows
the correlation between the normalized flame length and the jet
exit Reynolds number at buoyant and nonbuoyant conditions.
Flame length data are normalized by major and minor axis dimen-

Fig. 3 Flame images: „a… buoyant major axis, „b… buoyant mi-
nor axis, „c… nonbuoyant major axis, „d… nonbuoyant major axis
inverted CH filtered, „e… nonbuoyant minor axis, „f… nonbuoyant
minor axis inverted CH filtered
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sions and plotted against corresponding Reynolds numbers.
Within experimental uncertainties, the normalized elliptic flame
length data support a L /d�Re correlation.

At nonluminous conditions, nonbuoyant flames are longer than

buoyant flames. The difference in flame lengths of buoyant and
nonbuoyant flames diminishes at higher fuel flow rates. The
longer nonbuoyant flames are due to the higher axial diffusion and
the lower radial convection at microgravity conditions. The data
suggest that similar to circular burner flames, elliptic burner
flames also experience the same order of magnitude increase in
axial diffusion at microgravity conditions. However, with the in-
crease in fuel mass flow rate increases, flame Froude number in-
creases, and buoyant flames approaches nonbuoyant behavior. The
flame length model developed in this work includes the radial
convection and the effects of gravity on the flame length. How-
ever, the gravity term cancels from the final expression and the
model predicts flame lengths independent of the gravitational
level as shown in Fig. 4.

To understand the temporal behavior of the flame development,
flame lengths measured at 1-g condition onboard the KC-135 air-
craft and the laboratory are shown in Fig. 6. It appears that in
most flow rates laboratory measurements were within 4% of KC-
135 measurements. The data support the time-extrapolation analy-
sis L�
� /L���=e−
chemical/
 and confirm that KC-135 flames attain
steady-state value within the measurement time scale. It is inter-
esting to note that compared to the sooting flame, the flame shapes
of nonsooting flames are closer to the steady-state value. The on-

Fig. 4 Buoyant and nonbuoyant flame lengths

Fig. 5 Correlation between the normalized flame length and the jet exit
Reynolds number at buoyant and nonbuoyant conditions

Fig. 6 Comparison of flame length at 1-g in the lab with the measurements
at 1-g aboard the KC-135
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set of soot formation may delay the temporal development of the
flame and smaller nonsooting flames suffer less effects of g jitters
induced by the structural vibrations.

Flame Width. Figure 7 shows the variation of maximum flame
width with the volumetric fuel flow rate at both major and minor
axes for buoyant and nonbuoyant conditions. For the buoyant con-
dition, at low volumetric flow rate, the maximum flame width at
the major axis is higher than the minor axis flame width. How-
ever, the difference disappears as the volumetric flow rate in-
creases. This can be attributed to the strong radial convection at
the low volumetric fuel flow rate �i.e., low jet exit Reynolds num-
ber�. The merger of major and minor axes maximum flame widths
at high flow rate results from the suppression of radial convection
with the strong upward convection of hot gases. At high Reynolds
number the convective current becomes significant and it dimin-
ishes the effect of radial convective processes. Furthermore, the
axis switching phenomenon of elliptic jets is especially pro-
nounced at high Reynolds number, which may also dictate the
maximum width of the flame contour. However, unlike buoyant
flames, the maximum flame width of nonbuoyant flames at the
major axis remains larger than the minor axis flame width for the
range of flow rate studied in the present investigation. Again, this
is due to the relative strength of the radial and axial convection
processes. Since the axial convection process is very weak at low
gravity conditions, the location of flame contour is primarily dic-
tated by radial convection processes. The minor axis has larger
slope in concentration gradient and thus experiences a stronger
radial convection and a smaller flame width.

Figures 8 and 9 show the correlation between the normalized
maximum flame width and the jet exit Froude number at buoyant
and nonbuoyant conditions. The maximum flame widths measured
at each axis are normalized by the respective axis dimension. The
characteristic dimension used to calculate the Froude number is
also the dimension of the same axis. For buoyant conditions, the
maximum flame width data at both axes suggest a w /d=cFrm

correlation �correlation coefficient R2�0.98� with the jet exit
Froude number. The value of m for major and minor axes maxi-
mum flame width is 0.14 and 0.19, respectively. The nonbuoyant
flames support a similar correlation between the normalized flame
width and the jet exit Reynolds number. For nonbuoyant flames,
m has a value of 0.36 for both major and minor axes flame widths.

Laminar Flame Shape Comparisons of Elliptic and Circular
Burners. Part of the motivation of the present investigation is also
to understand the differences of buoyant and nonbuoyant shapes
of laminar flames issued from circular and elliptic burners. Present
measurements of elliptic burner flames are examined against the

circular flame data available in the literature �9,10�. The slope of
the normalized flame length vs Reynolds number correlation for
circular and elliptic burners at buoyant and nonbuoyant conditions
are listed in Table 2. It appears that compared to the circular
burner the slope is considerably higher for the elliptic burner.
Table 3 lists c and m values of the flame width correlation
for elliptic and circular burners at buoyant and nonbuoyant
conditions.

Conclusions
Although laminar diffusion flame is fundamental to combustion

process, a complete analytical treatment of such a flow field re-
quires many crucial assumptions to avoid the mathematical com-
plexity. However, some of these assumptions are only valid for
geometrically symmetric flow condition and need to be modified
before applying to an asymmetric flow field. This paper presents a
theoretical analysis of the flame length and width of 2:1 elliptic
burners with the modified assumptions and mathematical proce-
dures. Flame shape measurements at normal and microgravity en-
vironments were done to validate the model and to gain insight of
buoyant and nonbuoyant flame processes of elliptic burners. The
specific conclusions drawn from the present investigation are as
follows:

i. Similar to circular burners, flames issued from elliptic
burner support the linear correlation between the laminar
flame length and the volumetric fuel flow rate.

Fig. 7 Buoyant and nonbuoyant flame widths

Fig. 8 Correlation between the normalized maximum flame
width and the jet exit Froude number at buoyant conditions
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ii. Theoretical predictions of flame length agree well with
experimental measurements.

iii. In general the nonbuoyant flames are longer than buoyant
flames for the range of volumetric fuel flow rate used in
the present investigation.

iv. The normalized flame lengths scale with jet exit Reynolds
number. However, elliptic burner flames show a higher
slope compared to circular burner flames.

v. Maximum flame widths of buoyant and nonbuoyant
flames at major and minor axes are proportional to volu-
metric fuel flow rate.

vi. Maximum flame widths of buoyant and nonbuoyant
flames correlate with the jet exit Froude number.
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Nomenclature
�  x,y
�  emissivity
�  normalized streamwise distance
�  x/xf
�  D�0

t �dt /xf
2�

�  y/yf
�  density
�  hard-sphere collision diameters

�s, kB  Stefan-Boltzmann constant
	  angle

AR  aspect ratio
au  mean upward acceleration
C  dimensionless oxygen defect

Cf  empirical flame length parameter
Cm  value of C on the flame axis

c  correlation coefficient
d  jet exit diameter

D, Do  mass diffusivity
f  mixture fraction
g  gravity
L  stoichiometric flame length
n  correlation coefficient
Q  volumetric flow rate
r  radius

Re  jet Reynolds number
S  molar stoichiometric air-fuel ratio

T1  fuel gas temperature
T�,To  oxidizer stream temperature

Tf  mean flame temperature
V  volume

v1  mean fuel gas velocity at burner mouth
vz  vertical flame velocity
w  luminous flame diameter

x1, a  half of the major axis length
xf  flame width in major axis

y1, b  half of the minor axis length
yf  flame width in minor axis
z  streamwise distance
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Visualization of Steam Addition
Effect on OH Distribution in a
Flame by Isotope Shift/Planar
Laser-Induced Fluorescence
„IS/PLIF… Spectroscopy
Addition of steam to a flame has important implications in the combustion process. The
dissociation of the added steam (e.g., H2O↔H+OH, etc.) is one of the effects that
contribute to the production of radical species, such as OH, H, and O, in the flame. In
order to distinctly visualize two types of OH radicals produced from the fuel-air combus-
tion reaction and that from the dissociation reaction with the added steam, we have
developed a new method for planar laser-induced fluorescence spectroscopy in combina-
tion with isotope shift (herein called IS/PLIF spectroscopy). This technique has been
applied to examine a methane-oxygen-nitrogen premixed flame. Two-dimensional fluores-
cence intensity distributions of OH radicals in the flames were monitored under three
different conditions. They include without steam addition, with H2O steam addition, and
with D2O steam addition. From the experimental data obtained under the three condi-
tions, the distinction between the two types of OH radicals could be obtained. The results
showed that steam addition reduced the total concentration of OH produced from the
combustion and dissociation reactions and that the dissociation reaction of the added
steam contributed to the production of OH. Furthermore, the results indicated that the
percentage decrease in OH from fuel-air combustion reactions due to the temperature
decrease effect with steam addition was almost independent of the equivalence ratio
during combustion. In contrast, the percentage increase in OH produced from dissocia-
tion reaction with the steam depended on the equivalence ratio.
�DOI: 10.1115/1.2056528�

Introduction
Combustion phenomenon in all types of combustion systems

must be effective and efficient for clean conversion of chemical
energy to thermal energy. Combustion generates not only the ther-
mal energy but also several different environmental pollutants
�e.g., NOx, SOx, CO2, soot, etc.�, to cause �i� degradation of the
air and human health and �ii� greenhouse effect. Therefore, inves-
tigation of combustion control is very important from both aca-
demic and industrial interests because this directly impacts global
energy availability and use as well as the continuing environment
problems.

Recently, several techniques have been developed for achieving
effective control of the combustion process in combustors. One of
such method is injection of water or steam into combustors �1,2�.
Since water and steam have a lower temperature and large heat
capacity, its addition into the combustion field brings about the
decrease in flame temperature. This temperature decrease is very
effective for the suppression of thermal NOx formation. For this
reason, water or steam addition into the combustor has been used
as one of the effective techniques for the suppression of NOx.

The decrease in flame temperature also lowers the concentra-
tion of several radical species �e.g., OH, CH, O, H, etc.�, which
are produced during combustion reactions between the fuel and
air. However, even if the steam addition does not cause a signifi-

cant decrease in the flame temperature, it has another effect on the
species concentrations. This is because the increase in H2O con-
centration in the combustion field causes the shift of chemical
equilibrium in some combustion reactions involving
H2O �e.g., CH4+2O2↔CO2+2H2O, O+H2O↔OH+OH, CH3
+H2O↔CH4+OH, etc.�. Several studies have reported the effect
of the steam addition on some chemical species �1,3–5�. For ex-
ample, Zhao et al. �1,4� have conducted a one-dimensional �1D�
numerical simulation to examine the chemical kinetic effect on
species, such as NO, OH, CH, HCN, N, in a methane-air counter-
flow diffusion flame using detailed chemical kinetic mechanism.
In order to eliminate the effect of decreased flame temperature
from the steam addition, they controlled the initial gas tempera-
ture so that the maximum flame temperature with the steam addi-
tion was effectively the same as that without the steam addition.

The dissociation reactions of the added steam �e.g., H2O↔H
+OH, etc.� are also among the steam addition effects. Such reac-
tions contribute to the production of radical species, such as OH,
H, and O, which play an important role in combustion reactions.
Therefore, such radical species in the steam-added flame can be
classified into two types according to their origins; one comes
from the combustion reactions of fuel and air, and the other from
the dissociation reactions of the added steam. The separate mea-
surement of these two types of radicals is useful for unraveling the
respective contributions from the fuel-air combustion reactions
and that from the dissociation reactions associated with the steam
addition into the flame. For such purposes, we have developed a
new diagnostics tool for planar laser-induced fluorescence �PLIF�
spectroscopy using isotope shift �IS/PLIF spectroscopy�. This
technique has been applied to examine a methane-oxygen-
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nitrogen premixed flame. By this technique, the two-dimensional
�2D� distributions of OH fluorescence intensity in the flames are
observed under three different conditions of �i� without steam ad-
dition, �ii� with H2O steam addition, and �iii� with D2O steam
addition. Here D2O is an isotope of H2O. The relative comparison
of these profiles allows one to provide experimental distinction of
the two types of OH radicals present in flames. We have applied
this technique to examine the effect of equivalence ratio in the
combustion field on OH production associated with the fuel-air
combustion reactions and the dissociation reactions from the
added steam.

Isotope Shift/Planar Laser-Induced Fluorescence (IS/
PLIF) Spectroscopy

Figure 1 shows a conceptual diagram of the IS/PLIF spectros-
copy used here. As shown in Fig. 1�a�, two types of OH radicals
coexist in the flame with the H2O steam addition. One is from the
fuel-air combustion reactions, whereas the other is from the dis-
sociation reactions with the added H2O steam. It is very difficult
to make an experimental distinction in OH radicals evolved from
the above two types of sources. On the other hand, the OH and
OD radicals coexist in the flame with the D2O steam addition. The
OH and OD are produced from the fuel-air combustion reactions
and from the dissociation reactions of added D2O steam, respec-
tively. The PLIF spectroscopy is capable of selective observation
of OH or OD radicals due to the isotope shift of the OH and OD
rotational lines for laser excitation.

The concept of the IS/PLIF spectroscopy is schematically
shown in Fig. 1�b�. Consider two cases of H2O and D2O steam
addition to the flames. The chemical characteristics of H2O and
D2O are almost the same. The heat capacities of H2O and D2O
steams at 600 K are 36.32 and 38.87 JK−1 mol−1 �6�, respectively,
so that their difference is only a few percent. Therefore, if they are
added to flames in small quantities, it is expected that no signifi-
cant difference in the flame temperatures occurs between the two
cases and that the thermochemical properties of H2O and D2O
steams are almost the same. Thus, the respective influences of the
H2O and D2O steam additions on the OH distributions produced
from the fuel-air combustion reactions seem to be equivalent in
both cases. That is, the OH distribution in the flame with D2O

steam addition corresponds to the OH distribution from the fuel-
air combustion reactions in the flame with the H2O steam addi-
tion. Therefore, the difference between the OH distributions in the
two cases correspond to the OH distribution produced from the
dissociation reactions of H2O in the flame with the H2O steam
addition, as shown in Fig. 1�b�. This IS/PLIF spectroscopic tech-
nique enables the separate visualization of two types of OH radi-
cals produced from the fuel-air combustion reactions and from the
dissociation reactions of the added H2O steam in the flame.

Experiment
The PLIF technique gives a transient and 2D cross-sectional

distribution of fluorescent emission from selected species in the
flame to provide information on the number density of the species.
Figure 2 shows a schematic diagram of the experimental appara-
tus used for this study. The laser radiation for the OH excitation is
produced using a pulsed Nd:YAG laser �Continuum, Powerlite
8000�, the dye laser �Continuum, ND 6000�, and the UV trans-
former �Continuum, UVT Generation�. The tunable dye laser with
Rhodamine 590 and 610 dyes is pumped by the second harmonic
of the Nd:YAG laser �wavelength of 532 nm, pulse duration of 7
ns, and pulse repetition rate of 10 pps�. The average output power
from the dye laser is about 70 mW. The output emission is con-
verted into the ultraviolet radiation for the OH excitation by the
UV transformer. The resulting ultraviolet laser beam is trans-
formed into the planar laser sheet beam of about 1 mm in thick-
ness and 45 mm in height using a set of cylindrical lenses. The
resulting laser-sheet beam can incident at any cross-sectional area
of the flame, including the central longitudinal axis of the burner
for excitation of the OH radicals and provide the 2D cross-
sectional image of the OH radicals in the flame. Generally,
OH-LIF depends not only on the number density of OH radicals
but also on temperature. The Q1�10� rotational line of the A2�+

←X2��1,0� transition �wavelength of 284.329 nm �7�� is selected
as the OH excitation line with little temperature dependency. Con-
sequently, the OH fluorescence intensity distribution directly re-
flects the OH number density distribution. Because of the isotope
shift, the Q1�10� rotational line of OD radical is displaced to
289.016 nm �8� and OD radicals are not detected by this PLIF
system that is tuned at the OH excitation line.

The 2D distribution of the OH fluorescence intensity is moni-
tored using an ICCD camera �ORIEL, DH520, 256
�1024 pixels�. The interference filters �Andover Corporation,
305FG01-50 and 005FG09-50� are attached to the lens
�UV-NIKKOR, f =105 mm� of the camera for blocking off the
background and laser emissions. The full width at half maximum
�FWHM� of the filters is 360±50 nm, which covers the OH-PLIF
band ��305–330 nm� caused by the OH excitation condition se-
lected in this measurement. The digital delay and pulse generator
system �Stanford Research Systems, Model DG535� is used to

Fig. 1 Conceptual diagram of IS/PLIF spectroscopy

Fig. 2 Schematic diagram of experimental apparatus
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effectively attenuate the interference from the undesirable emis-
sions by controlling the pulsed Nd:YAG laser and the ICCD cam-
era. The gate delay time of the Q-switch is set at 260 �s. The gate
delay time and the gate width of the ICCD camera are 260.126 �s
and 50 ns, respectively.

A 2D cylindrical coordinate system �r ,z�, in which the origin of
r- and z-axes are set at the center of the burner outlet, is consid-
ered here as shown in Fig. 2. The region observed by the ICCD
camera are from −10 to 10 mm in the r direction and from 5 to 45
mm in the z direction, which corresponds to the 165
�327 pixels of the camera. The accumulation of 200 individual
OH-PLIF images is conducted in order to reduce the influence of
flame fluctuation on the OH image. Furthermore, the measured
OH fluorescence intensity distributions are corrected so as to re-
move any nonuniformity in z-direction intensity distribution of the
laser sheet.

The methane-oxygen-nitrogen premixed flame is formed using
a cylindrical fused-silica burner. The inside diameter and wall
thickness of the burner are 5.9 and 1.0 mm, respectively. The
premixed flame is �80 mm in height. The burner is connected to
a heating chamber that is wound with a nichrome wire, where
water aerosols are heated to produce steam. The nebulizer sup-
plies water aerosols into the heating chamber. The preheat tem-
perature of the premixed gas and steam is regulated at �580 K at
the burner outlet. The flow rate of each component in the pre-
mixed gas at the burner outlet is listed in Table 1. Three equiva-
lence ratios, �=0.9, 1.0, and 1.2, are employed here to examine
the effect of steam addition on the combustion field under fuel-
lean and fuel-rich conditions. The amount of steam added is �7%
of the total flow rate of premixed gas. The flow rate of nitrogen is
controlled so that the total flow rate of premixed gases is the same
under both cases of with and without steam addition to the flame.

The 2D temperature distributions have been measured with a
0.1 mm dia R-type thermocouple to examine the effect of H2O
and D2O steam addition on thermal field distribution. The mea-
surements were made at 11 points from 0 to 10 mm at 1 mm
intervals in the r direction, and 17 points from 5 to 45 mm at 2.5
mm intervals in the z direction, respectively. An x-y stage is used
to move the thermocouple relative to the fixed burner position.

Results and Discussion

Flame Temperature. Figures 3–5 show the 2D profiles of
flame temperature measured with the R-type thermocouple at
equivalence ratios of �=0.9, 1.0, and 1.2, respectively. The pro-
files of flames without steam addition, with H2O steam addition,
and with D2O steam addition, are shown in panels �a�–�c�, respec-
tively, Figs. 3–5. A comparison of panels �a� and �b� in Figs. 3–5
shows that H2O steam addition lowers the flame temperature by
about 20–30 K at inner regions of the flame where the temperature
is �1800 K. In contrast there is little difference in flame tempera-
ture distribution with H2O and D2O steam addition to the flame
�compare panels �b� and �c� in Figs. 3–5�. This is attributed to the
fact that the amount of added steam is only a few percent of the
total flow rate of premixed gas and that the difference in heat
capacity between H2O and D2O steams at 600 K is also small.
Therefore, it is expected that these differences have no significant
influence on the high-temperature region of the flame and that the
thermal effect of D2O steam addition becomes almost equal to
that of H2O steam addition for the experimental conditions exam-
ined here.

IS/PLIF Intensity of OH Radical. Figures 6–8 show the 2D
OH distributions measured by the PLIF system at equivalence
ratio, �=0.9, 1.0, and 1.2, respectively. Panels �a�–�c� in these
figures represent the same conditions as those described for Figs.
3–5. As mentioned in the section on IS/PLIF Spectroscopy, the 2D
distribution of OH radicals in the flame with D2O steam addition,
panel �c�, corresponds to the distribution of OH radicals produced
from the fuel-air combustion reaction in the flame with the H2O
steam addition. In all cases at �=0.9, 1.0, and 1.2, it is pointed out
that the OH fluorescence intensity in the flame without steam
addition is stronger than that with H2O and D2O steam addition.
This indicates lowering of the flame temperature and shift of
chemical equilibrium caused by steam addition to cause in a de-
crease of number density of OH radicals in the flame. In addition,
the increase in equivalence ratio shifts the location of OH abun-
dant zone from inner to outer regions of the flame. This shift is
mainly attributed to the increase in equivalence ratio to cause a
deficiency in oxygen concentration in the inner flame regions and

Fig. 3 2D distribution of flame temperature at �=0.9

Table 1 Equivalence ratio and gas flow rate

� CH4 O2 N2+steam

0.9 0.79 l /min 1.78 l /min 6.24 l /min�131.0 mmol/min�
�16.6 mmol/min� �37.4 mmol/min� �steam:0 or 14 mmol/min�

1.0 0.89 l /min 1.78 l /min 6.14 l /min�129.0 mmol/min�
�18.7 mmol/min� �37.4 mmol/min� �steam:0 or 14 mmol/min�

1.2 1.09 l /min 1.78 l /min 5.94 l /min�124.8 mmol/min�
�22.9 mmol/min� �37.4 mmol/min� �steam:0 or 14 mmol/min�

Fig. 4 2D distribution of flame temperature at �=1.0

Fig. 5 2D distribution of flame temperature at �=1.2
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to make dominant reaction with ambient air in the outer flame
regions.

Panels �d�–�f� in Figs. 6–8 are obtained by the image processing
of panels �a�–�c� in Figs. 6–8, i.e., by subtracting panels �a� from
�b�, �a� from �c�, and �c� from �b�, respectively. Panels �d� and �e�,
respectively, in Figs. 6–8 directly indicate the effect of steam
addition on fluorescence intensity profiles of total OH produced
from combustion and dissociation reactions, and for only the OH
from combustion reaction. Figures 6�f�, 7�f�, and 8�f� shows the

profile of OH produced from the dissociation reaction associated
with added H2O steam in the flame. The OH fluorescence inten-
sity distributions in panels �d�–�f� of Figs. 6–8 are almost propor-
tional to the respective OH number density distributions. Conse-
quently, panel �d� of Figs. 6–8 indicates that steam addition
reduces the total OH in flame under all equivalence ratio condi-
tions of �=0.9, 1.0, and 1.2 examined here. However, it is con-
firmable from panel �f� of Figs. 6–8 that dissociation from the
added H2O steam leads to the production of OH.

For a quantitative comparison on the OH radicals produced
from the fuel-air combustion reaction and from the dissociation
reaction with the added H2O steam, we calculate the integral
value of 2D distribution of OH fluorescence intensity by summing
the intensities at all pixels in the measurement region. The results
for �=0.9 are given in Table 2. It is to be noted from panels �e�
and �f� of Table 2 that H2O steam addition decreases the integral
value for OH produced from the fuel-air combustion reaction by
33% and increases that from the dissociation reaction of the added
H2O steam by 8%, as compared to the case without any steam
addition. This means that the percentage decrease in the number
density of OH produced from the fuel-air combustion reaction
becomes larger than that from the dissociation reaction of the

Fig. 6 2D distribution of OH fluorescence intensity at �=0.9

Fig. 7 2D distribution of OH fluorescence intensity at �=1.0

Fig. 8 2D distribution of OH fluorescence intensity at �=1.2

Table 2 Integral values of 2D distributions of OH fluorescence
intensity at �=0.9

Case
Integral value

�a.u.�

�a� Without steam 1.91�105�100% �
�b� With H2O steam 1.44�105�75% �
�c� With D2O steam �OH from fuel-air
combustion reaction�

1.28�105�67% �

�d� Variation in total OH from combustion
and dissociation reactions ��b�− �a��

−0.48�105�−25% �

�e� Variation in OH from fuel-air combustion
reaction ��c�− �a��

−0.63�105�−33% �

�f� OH from dissociation reaction of added
H2O steam ��b�− �c��

+0.16�105�+8% �

Journal of Engineering for Gas Turbines and Power JANUARY 2006, Vol. 128 / 11

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



added H2O steam.
The results obtained at �=1.0 and 1.2 are listed in Tables 3 and

4, respectively. It is noted from panels �e� and �f� of Tables 3 and
4 that for �=1.0, the H2O steam addition decreases the integral
value for OH produced from the fuel-air combustion reaction by
34% and increases that from the dissociation reaction of the added
H2O steam by 9%, as compared to the case with no steam addi-
tion. These values are almost the same as those obtained for �
=0.9. However, it should be pointed out that under for �=1.2, the
H2O steam addition decreases the integral value for OH produced
from the fuel-air combustion reaction by 33% and increases that
from the dissociation reaction of the added H2O steam by 16%.
The percentage decrease in OH produced from the fuel-air com-
bustion reaction is nearly the same in all the cases at equivalence
ratios of �=0.9, 1.0, and 1.2. This suggests that an OH decrease
due to temperature reduction in flames from H2O steam addition
is almost independent of the equivalence ratio. In contrast, the
percentage increase in OH produced from the dissociation reac-
tion of steam at �=1.2 considerably differs from those at �=0.9
and 1.0. This may be attributed to the existence of more abundant
radical species, such as CH3, CH, etc., in the fuel-rich combustion
field in comparison to the fuel-lean case. In fuel-rich conditions,
the chemical reactions between these radical species and the
added H2O steam �e.g., CH3+H2O↔CH4+OH, CH
+H2O↔CH2+OH, etc.� can become more active to accelerate the
dissociation of added H2O steam in flames.

Conclusions
The dissociation reaction associated with steam addition to

flames �e.g., H2O↔H+OH, etc.� has been demonstrated to pro-
vide an important role on the amount of OH radicals in flames.
The effects of steam addition in flames provides an important
contribution on the production of radical species, such as OH, H,
and O, which play an important role in the combustion reactions.
Such radical species in the steam-added flame can be classified
into two types owing to their origin; one comes from the fuel-air
combustion reactions, and the other from dissociation reactions of
the added steam. In this paper, we have developed a new method
for planar laser-induced fluorescence �PLIF� spectroscopy using
isotope shift �IS/PLIF spectroscopy�. Using this technique, 2D
distributions of OH fluorescence intensity in methane-oxygen-
nitrogen premixed flames have been observed under the three dif-
ferent conditions of without steam addition, with H2O steam ad-
dition, and with D2O steam addition. The experimental distinction
of the two types of OH radicals from combustion and from steam
addition was found feasible by obtaining the differential profiles.

The 2D distributions of OH fluorescence intensity measured
with the PLIF system at equivalence ratios of �=0.9, 1.0, and 1.2
showed that steam addition reduces the total OH radicals in
flames. The results have also indicated that dissociation reaction
with the added H2O steam leads to the production of OH radicals.
An estimate on the integral value of 2D distributions of OH fluo-
rescence intensity, calculated by summing the intensities at all
pixels in the measurement region, revealed important information
on the net OH produced from flames under different conditions.
The percentage decrease in OH produced from fuel-air combus-
tion reaction was nearly the same at the three equivalence ratios of
�=0.9, 1.0, and 1.2 examined here. This suggests that an OH
decrease due to the temperature decrease caused by the H2O
steam addition is almost independent of the equivalence ratio, i.e.,
negligible sensitivity to fuel-lean or fuel-rich combustion condi-
tions. In contrast, the percentage increase in OH produced from
the dissociation reaction of steam depends on the equivalence ra-
tio. This can probably be attributed to the existence of more abun-
dant radical species, such as CH3, CH, etc., in fuel-rich condition
than fuel-lean condition. In the fuel-rich field, these radical spe-
cies could accelerate the dissociation of added H2O steam through
such chemical reactions as CH3+H2O↔CH4+OH, CH
+H2O↔CH2+OH, etc.
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A Generic Approach for Gas
Turbine Adaptive Modeling
For gas turbine engine performance analysis, a variety of simulation tools is available.
In order to minimize model development and software maintenance costs, generic gas
turbine system simulation tools are required for new modeling tasks. Many modeling
aspects remain engine specific however and still require large implementation efforts.
One of those aspects is adaptive modeling. Therefore, an adaptive modeling functionality
has been developed that can be implemented in a generic component-based gas turbine
environment. A single component in a system modeling environment is able to turn any
new or existing model into an adaptive model without extra coding. The concept has been
demonstrated in the GSP gas turbine modeling environment. An object-oriented archi-
tecture allows automatic addition of the necessary equations for the adaptation to mea-
surement values. Using the adaptive modeling component, the user can preconfigure the
adaptive model and quickly optimize gas path diagnostics capability using experimenta-
tion with field data. The resulting adaptive model can be used by maintenance engineers
for diagnostics. In this paper the integration of the adaptive modeling function into a
system modeling environment is described. Results of a case study on a large turbofan
engine application are presented. �DOI: 10.1115/1.1995770�

Introduction
The last few decades have provided gas turbine performance

engineers with increasingly powerful modeling tools. At an early
stage, the opportunity was identified to use simulation models for
diagnostics purposes, requiring modeling of deterioration and
fault effects. Much focus was put on gas path analysis �GPA�
methods, linking measured gas path parameter deviations to en-
gine condition. A large number of publications show the develop-
ment of different GPA approaches including linear GPA �1–3�,
nonlinear GPA including adaptive modeling �4,5�, neural networks
�6–10� and genetic algorithms �11–14�. Linear and nonlinear GPA
often employ cycle models to calculate deterioration and fault
effects. Adaptive models have an inherent capability to generate
deterioration and fault data by adapting to measured engine data
that are somehow deviating from the reference engine. Most ef-
forts to apply adaptive modeling for diagnostics have resulted in
engine-type specific tools �4,5,15,16�. This is because many cycle
models used as a starting point already are engine specific. More-
over, the optimal configuration of an adaptive model in terms of
measured parameters and unknown condition modifiers depends
on engine type �15,16�.

The Gas Turbine Simulation Program �GSP� was developed
with flexibility as a primary objective and has successfully dem-
onstrated the capability to model virtually any gas turbine con-
figuration �17,18�. With the need for improved diagnostics capa-
bilities in many gas turbine operational environments in The
Netherlands, a research program was conducted to develop a pow-
erful generic GPA capability inside GSP. The objectives of this
research program funded by the Netherlands Agency for Aero-
space Programmes �NIVR� were to be able to

1. Turn any existing GSP model into an adaptive model
2. Rapidly configure an effective diagnostics tool for any en-

gine type

Although GSP was used as environment for implementation, the

concept presented can be used in any program with a flexible and
generic structure.

Approach
Most gas turbine cycle models calculate steady-state or tran-

sient off-design operating points by solving sets of nonlinear dif-
ferential equations. The equation set represents the conservation
laws that apply for the specific engine. Truly generic modeling
tools, such as GSP, must somehow automatically build up the
equation set during model initialization �17�. The individual gas
turbine component models then must be able to add any equation
and free state variable to the set that is processed by a separate
generic solver. An adaptive model can be represented numerically
by just adding a number of equations equal to the number of
measurements to adapt to. To obtain a “square” equation set with
a single solution, then also an equal number of unknowns must be
added representing various engine or component conditions, such
as efficiency and mass flow deltas or “map modifiers.” Naturally,
the condition parameter set must include realistic deterioration
modes and/or faults with identifiable effects on performance via
the gas path.

Object-Oriented Implementation
Object orientation provides an efficient means to implement

functionality common to different modeling elements in a simula-
tion environment. The inheritance principle of object orientation
enables the introduction of additional gas turbine component
model capabilities in a single “ancestor” component model class
�17�. All child classes of that class inherit that capability, auto-
matically, without requiring any additional coding. Existing GSP
models for example can simply be opened and run with a newer
implementation of a component model extended with new mod-
eling capabilities. This convenient mechanism allows the imple-
mentation of capabilities required for adaptive modeling in a
single component model class, common to all gas path compo-
nents. The capabilities added are

1. a list of measurement values corresponding to component
performance parameters

2. a list of condition factors to be multiplied with condition
parameters, such as efficiencies and map flow rates

3. an interface to have the user select the measurements and
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condition factors that are active during “adaptive simula-
tion” mode �the user must be able to quickly change param-
eter selections in order to evaluate and optimize the adaptive
model configuration�

4. user interface elements to present results, such as bar charts,
to visualize deltas on performance and component condition
parameter values

Although not essential, object orientation clearly provides sig-
nificant advantages over alternative approaches to implement ge-
neric adaptive modeling functions.

Numerical Methods
As explained in the previous sections, the numerical solution of

the set of adapted condition factors is simply found by adding the
corresponding equations to the equation set that represents the
reference engine. In Eq. �1� the complete set of equations for an
adaptive model is shown. The upper-left section represents the
reference engine: f1– fn are the n error equations based on the
conservation laws with the unknown states s1–sn. � represents the
relative equation tolerance �convergence criterion for the conser-
vation equations� and should be very close to zero �typically
0.0001�. fm1– fmm represent the m additional equations added in
adaptive modeling mode and simply require a model output pa-
rameter to be equal to a specified measurement value. sc1–scm are
the scalars representing the unknown condition factors that need
to be solved for. �m1–�mm represent the separate tolerances for the
adaptation to the measurement parameters.

f1�s1�+ ¯ f1�sn�+ f1�sc1�+ ¯ f1�scm� = �

� � � �
fn�s1�+ ¯ fn�sn�+ fn�sc1�+ ¯ fn�scm� = �

fm1�s1�+ ¯ fm1�sn�+ fm1�sc1�+ ¯ fm1�scm� = �m1

� � � �
fmm�s1�+ ¯ fmm�sn�+ fmm�sc1�+ ¯ fmm�scm� = �mm

�1�
A more compact notation for Eq. �1� using vectors is

F�s̄� � �̄ �2�

with s̄ including both the s and sc elements and �̄ including ele-
ments equal to the conservation equation tolerance � and measure-
ment tolerances �m. The measurement equations representing the
adaptation constraints for a measurement i are

fmi = Pi mdl − Pi meas � �mi �3�

with Pi mdl and Pi meas the adapted and measured values of pa-
rameter Pi, respectively.

A Newton-Raphson-based �or other� solver can be used to iter-
ate toward the solution, and at this stage there are no further
numerical additions required. The absence of outside iteration
loops provides optimal stability and minimal complexity.

Reference Models
The objective is to extend an existing gas turbine model with an

adaptive modeling capability, without having to interfere with the
model itself. In GSP, this can be simply done by drag and drop of
the adaptive model control component icon �top-left in Fig. 1�.
With the adaptive mode turned off, the model represents the ref-
erence or baseline engine.

The reference model must be tuned to performance data in or-
der to obtain an accurate baseline. This means matching the model
design point to a specific engine operating point data set, usually
at high power levels at standard conditions, such as maximum
takeoff thrust for a turbofan engine. If necessary, model param-
eters can be further fine tuned to improve the match with available
off-design data. Even if component maps are not available and

must be scaled from similar public domain maps, errors can be
kept small as long as the operating point stays close to the design
point. This is the case, for example, with gas path analysis diag-
nostics on maximum takeoff power engine pass-off tests at KLM
engine overhaul facility Amsterdam �see Case Study section�.

The accuracy of the reference model match affects the adaptive
model simulation process. Reference engine model errors will in-
terfere with the adaptive modeling numerical solution. Therefore,
“calibration factors” fc are introduced, compensating the adaptive
model numerics for model errors. Equation �4� shows how a
model parameter Pi�mdl�raw is calibrated using the ratio of the de-
sign point measured and model parameter values

Pi mdl = Pi mdl raw . fci

fci =
Pi meas des

Pi mdl des
�4�

Normally, if an accurate design point match has been obtained,
the fc factors are very close to 1. The fc factor calibration method
was found to have a significant effect on adaptive model stability
and results, even if the fc factors only deviated 1% from unity.

Another important consideration is the source of the data for
tuning the reference engine model design point. This source, op-
timally, is the same engine test bed under the same calibration
settings. Data from a single engine test, well corresponding to the
average �new or overhauled� engine performance, are usually suf-
ficient to be used for an entire engine fleet, and this approach has
been used for the case study at KLM. Even better results would be
obtained if a range of engine tests would be used and averaged to
eliminate measurement scatter effects. Ultimately, the best but
also most laborious approach would be to match models to every
new engine at the start of its service life �or time between over-
hauls� and keep the model for diagnostics for the particular en-
gine. Then engine-to-engine variation is eliminated, and perfor-
mance deviations will only be because of deterioration or faults.
This approach may well be applied in the future in on-wing or
remote-wireless continuous engine monitoring systems �19–23�.
With the adaptive model continuously running on-board in the
FADEC, more interesting opportunities emerge, such as adaptive
control logic �24�.

Selection of Parameters
The square equation set with an equal number of measurements

and condition parameters is the most straightforward approach.
However, the number of condition parameters and especially mea-
surements may vary among engine types and applications. Ideally,
a large number of accurate measurements is available, covering
the gas path conditions at most engine stations and exceeding the
number of condition parameters. In that case, the solution of the
“overdetermined” equation set would be a minimization problem,
for example, using a weighted least-squares method �1,25�. In
most cases, however, the number of measurements is limited and

Fig. 1 GSP model with „top-left… adaptive model control icon
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often smaller than the number of condition parameters required
for a complete representation of engine health, including all dete-
rioration and failure modes. Several solutions have been proposed
to handle the case of fewer measurements than condition param-
eters, including multipoint �12,14,26�, adding constraints or equa-
tions derived from knowledge of the �relations among� deteriora-
tion modes �27� or working with optimized selections of condition
parameter “subsets,” equal to the number of measurements. With
the latter approach, methods proposed by �12,15,28� can be used
to define a measurement and condition parameter set that is best
able to isolate specific problems. A method suggested by Ogaji
�28� is used in the case study described later in this paper.

Different sets can be used to identify different fault or deterio-
ration cases. With an adaptive modeling tool that can be rapidly
configured, this approach is attractive and therefore has been used
in the GSP diagnostics module at this stage. As will be explained
in the following sections, the GSP diagnostics component includes
a powerful generic GUI, allowing rapid configuration of adaptive
models for any GSP modeled gas turbine engine. Results with
different subselections of both the measurement and condition pa-
rameters can be quickly analyzed.

Measurement Uncertainty
The measurement tolerances �m1–�mm are independent of con-

servation law inaccuracy � and represent measurement specific
tolerances for the adaptation equations. The �m values are sepa-
rately user specified corresponding to measurement uncertainty
data. Normally, the �m values will be larger than � and can be
tuned to obtain optimal results.

With large �m values, solutions may be found at the extremes of
�m margins, which are unrealistic in a sense that the deviation
from the reference engine parameter value is “ignored” by the
solution. In the future, additional methods may be applied to ac-
count for statistical probability distribution of measurement error
using weight factors, for example. This will allow better represen-
tation of measurement error and provide solutions with maximum
probability with larger measurement uncertainty margins.

Standard and Adaptive Simulation Modes
The engine simulation tool only needs to solve the additional

equations during adaptive modeling mode. The adaptation of the
model can simply be deactivated by replacing the fm equations
�Eq. �3�� by

fmi = sci − 1 �5�
The result will be a solution with all condition scalars being

equal to 1, representing the case of the healthy reference engine.
Every adaptive simulation must be preceded by a standard �non-
adaptive� simulation to determine the reference engine baseline
performance and deltas at the particular operating point. In GSP
this is done automatically.

Obviously, the ability to use the same model for both perfor-
mance analysis with the reference engine model and adaptive
simulations and diagnostics in the same session is very conve-
nient. Following a diagnostics session, the performance of the
adapted model can be analyzed and directly compared to the ref-
erence engine by plotting curves for varying power setting for
both cases in simple X-Y graphs and compressor maps for ex-
ample �see Figs. 2 and 3�.

Figures 2 and 3 represent results of the case study discussed
later in this paper.

Model Stability
Large measurement errors may well result in attempts to find

engine operating points that are impossible, even with extreme
component condition variations. In such cases the conservation
equations for mass and energy can simply not be satisfied while
simultaneously matching the measured performance parameters.

In this case widening the �m tolerance margins may help to a
certain extent, but with large measurement uncertainty �especially
scatter� it often is better to omit the particular measurement from
the measurement set.

Another problem is multiple solutions. Especially with a small
measurement data set the model may adapt with unrealistic con-
dition factors, such as very high efficiencies. A slightly different
measurement then may have totally different results, indicating
there are multiple solutions for the condition vector s̄c. In this case
more measurements are required to “more tightly” capture engine
performance.

In the case study with the twin spool turbofan described later in
this paper, at least six parameters were required to obtain realistic
results pointing in the right direction. As described in the Case
Study section, the low-pressure section behaves more or less in-
dependently from the gas generator. If only a few parameters,
such as fan duct pressure and fan duct side efficiency, are added,
results become unstable. It appeared that either the low-pressure
�fan and LPT exit� parameters must be fully omitted or sufficient
measurement parameters must be added to unambiguously deter-
mine fan and LPT performance.

Fig. 2 Booster running lines for reference „solid… and deterio-
rated „dashed… engine „case 1…

Fig. 3 HPC running lines for reference „solid… and deteriorated
„dashed… engine „case 1…
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User Interface
A major challenge is to develop a graphical user interface

�GUI� capable of effectively controlling adaptive models based on
any model configuration. For application to virtually any working
cycle configuration, a highly flexible concept is required. Several
examples of GUIs for GPA exist �16,22�, but these usually are
engine specific, so a new approach was required.

Generic component-based simulation environments usually
have a GUI with separate data entry windows for individual com-
ponent models. In GSP, for example, these are accessed by double
clicking the component icons shown in Fig. 1. This approach can
easily be used for the adaptive modeling capability. However, for
adaptive modeling, the focus is on the engine as a system and
therefore a separate single interface is required to control all adap-
tive modeling functions on the system model level. A concept
using a tree view with multiple columns was chosen as the best
solution for this.

In GSP, an interface component was inherited from a “model
control component” object class that has access to all other com-
ponent models. Tree views are used, including all component
models as top level elements. The resulting adaptive model con-
trol window is accessed via the top-left adaptive model compo-
nent icon in Fig. 1 and includes the tab sheets shown in Figs. 4–8
with screenshots.

Figure 4 shows the general configuration tab sheet for specifi-
cation of engine and session reference data, ambient conditions,
and engine power setting. Depending on the model configuration,
rotor speeds, fuel flow, thrust, or other parameters can be specified

for power setting. Two tree views are defined, one for measure-
ments �Fig. 5� and one for the condition parameters �Fig. 7�.

In the measurements tree �Fig. 5�, each component in the tree
has subelements representing the individual performance param-
eters that can be used for adaptive modeling. The parameters
listed depend on the component type. For each parameter, mea-
surement values can be entered and these are compared to refer-
ence model calculation results. The check boxes are used to select
the set of parameters to adapt to �i.e., the parameters used in the
fm equations�. Note that Fig. 5 shows the tree view with an option
activated making the unchecked parameters invisible for user con-
venience. For each parameter, the reference model calculated
value, the user-specified measured value, and tolerance for adap-
tation ��m�, the calculated delta �reference measured�, the calcu-
lated adapted value �should be within tolerance range of mea-
sured�, and the error �adapted measured, should be close to zero�
are shown. Not displayed are the columns for the design point
calibration factors fc of Eq. �5�. By scrolling to the right three
columns with model design and measured design values, and the
calibration factors are shown.

The horizontal bars �see detail in Fig. 6� indicate measured
performance delta �solid blue bar�, tolerance for adaptation �m
�red range indicator�, and the calculated adapted value �black dot�.
The latter value must be in the red tolerance range for the mod-
eling system to be accepted as a valid adapted operating point. In
Fig. 6 a result was found exactly matching the measurement value
so the black dot is in the middle of the tolerance range.

In the conditions tree �Fig. 7�, each component has subelements
representing the individual condition parameters �sc� that are
adapted to match measured performance. The parameters listed
depend on component type. The check boxes are used to select the
subset of parameters that are allowed to be adapted �i.e., represent
the s̄c vector�. Figure 7 shows the tree view with all possible
condition parameters visible �the scroll bar must be used to scroll
up and down to cover all components�. The horizontal bars indi-
cate the deviations of the condition parameters, thereby providing
the gas path diagnostics information. Individual threshold values
can be specified to indicate levels beyond which the condition

Fig. 4 GSP adaptive model control component window

Fig. 5 Measurements tab sheet

Fig. 6 Detail of measurement tab sheet

Fig. 7 Conditions tab sheet
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parameter deviation is considered significant. Beyond the thresh-
olds, the bars turn red. The chart can optionally be normalized to
the threshold values. Figure 8 shows the graphical report output of
the results with both the performance and condition parameter
deltas.

The information described above can be assembled in a com-
prehensive diagnostics report to be printed or digitally stored for
later reference. Also, event logs are kept to store settings, user
comments, and results generated during the diagnostics session.
The resulting GUI and reporting functions enable the deployment
of GSP models as user-friendly diagnostics tools.

Results
During development, the adaptive modeling component has

been tested and experimented with a variety of engine models for
which measurement data were available. It was found that results
�stability and realistic result data� are sensitive to both model and
measurement inaccuracy. The model accuracy can be improved by
better tuning to known data and the use of accurate component
maps �rather than maps scaled from generic ones� if available.
With the addition of the user measurement tolerance and the de-
sign point calibration factors, stability and results were signifi-
cantly improved.

The user interface was evaluated by several engineers and, after
an evolution via several designs, approved as a tool that can be
preconfigured to an effective diagnostic aid. The ultimate test was
an industrial application as described in the following section.

Case Study
A case study has been performed on an application that is very

suitable for gas path analysis diagnostics. At the KLM Royal
Dutch Airlines CF6 engine maintenance facility, CF6 family en-
gines are overhauled and finally submitted to a “pass-off test”
before being returned into service. GPA is one of the techniques
used to diagnose problems indicated by deviating or unacceptable
test-bed measurement results. Costs could be significantly reduced
if more accurate GPA tools than those currently used were avail-
able. Therefore, the GSP tool was tested on a number of cases
with CF6-50 engines to assess its potential. Two cases will be
described in this section.

First a baseline model was developed and tuned to data mea-
sured on an average healthy turbofan engine. This data point cor-
responds to the GSP design point. In the adaptive model compo-
nent, the residual design point deviations are stored in the design

point calibration factors, to be later used for the adaptive model-
ing mode. Note that the GSP design point is at arbitrary ambient
conditions. Power setting in GSP �and on the test bed� is repre-
sented by a particular N1 fan rotor speed using the GSP rotor
speed controller.

Next, the measurement data of the problem engine under con-
sideration are entered in the particular measurement column in the
data entry window shown in Fig. 5. In this case either fuel flow or
N1 rotor speed can be used to specify power setting �i.e., represent
an input parameter�. If N1 is chosen, then fuel flow can be defined
as a measurement parameter and vice versa.

To obtain an optimal measurement set, the parameter offset
method as suggested by Ogaji �28� was applied. This method pro-
vides a ranking of measurement parameter sensitivities to �1%�
component condition parameter offsets. A cycle simulation tool,
such as GSP, can be used to determine the individual sensitivity
values. The parameter set should be selected from the top of the
sensitivity ranking order. In Table 1 the ordered lists of the nine
measurement parameters available are shown for the two alterna-
tive power-setting parameters available.

Although the power-setting parameter has an effect on the rank-
ing, the diagnostics end results are not significantly affected by the
power-setting selection, as may be expected. For the case study,
N1 was chosen as power-setting parameter since N1 is also the
test-bed power-setting indicator.

Condition parameters were selected using engineering judge-
ment and trial and error. With the powerful GUI, many combina-
tions can be tested very rapidly.

Best results were obtained with the top seven measurement pa-
rameters from Table 1 including Ps2.5 �booster exit�, Ps3, Ts3,
N2, Tt4.5 �EGT�, Pt4.5, and Wf. Extending the set with the re-
maining number of eight or nine parameters FN and Pt1.3 did not
generate stable and realistic results with any combination of con-
dition parameters. Using nine parameters, including both Pt1.3
and FN, prevented the model from finding a solution at all. This is
because of the strong correlation between FN and Pt1.3. As a
result, the set could not be extended to include fan conditions at
this stage due to the limited data for the low-pressure system
performance. It is expected that with additional measurements,
such as hot exhaust �station 5� pressure and/or temperature, this
could well be improved. This will be the subject of future re-
search.

Case 1. With the seven parameters described above, a diagnos-
tics session was performed on a CF6-50 engine with a low EGT
margin. The engine test indicated an EGT of 23 K over the ex-
pected value for a healthy engine but still within acceptance lim-
its. For GPA this means a more difficult case because of the rela-
tively small performance deviation.

Condition factors chosen for this case were booster efficiency
and mass flow, HPC efficiency, HPT efficiency and flow capacity,
and LPT efficiency and flow capacity. As explained above, this set
is mainly focused on booster and gas generator health and will not
be able to identify fan problems.

Results are shown in Fig. 8, depicting a screenshot of the
“graph” tab sheet of the adaptive model control window. The up-

Fig. 8 Gas path analysis results chart window, case 1

Table 1 Measurement parameter sensitivity rankings

Wf=control parameter N1=control parameter

1 Ps2.5 Pt4.5
2 Pt4.5 Ps2.5
3 Ts3 Wf
4 N1 N2
5 N2 Tt4.5
6 Ps3 Ps3
7 Tt4.5 Ts3
8 FN FN
9 Pt1.3 Pt1.3
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per part of the figure depicts the performance deviation relative to
the reference engine. The lower part shows the adaptations needed
to fit the base model to the measurement set. As stated above, the
performance delta is small, i.e., within 3% for all seven param-
eters �including the 23 K EGT delta�. The adaptive model calcu-
lation indicates the booster to be responsible for the poor perfor-
mance due to a flow capacity problem. Since the booster has no
variable geometry, VSV misrigging is ruled out as a cause, leav-
ing, at least, blow-off valve leakage or tip clearance as candidates
for further investigation. This outcome was confirmed after further
analysis at KLM, proving the accuracy of the GSP adaptive model
to identify engine problems on component level.

After a valid diagnostics result has been found, the resulting
adapted engine model performance can be analyzed. The deterio-
ration deltas are stored in the model and adapted �deteriorated�
versus reference engine performance can be compared at various
other operating conditions and power settings.

Figure 2 shows the calculated booster running lines for the case
1 reference and deteriorated engine in the booster map. A signifi-
cant shift away from the stall limit is shown as may be expected
from the deteriorated booster flow capacity. Figure 3 shows the
HPC running line is not significantly affected as may be expected
if only the booster condition has changed.

Case 2. In a second case, an engine was analyzed that was
rejected at the performance test after overhaul. The performance
test was eventually passed after replacement of the HPC during a
second shop visit, although this was not recommended by the

available conventional diagnostic methods. However, the GSP
adaptive model indicated an HPC mass flow deficiency �Fig. 9�,
thereby clearly proving its capability to effectively isolate compo-
nent faults.

Note that the condition set is different from case 1 and includes
HPC mass flow instead of booster efficiency. The case 1 set was
used first but did not generate realistic results, which were caused
by the absence of the condition factor responsible for the engine
problem. Case 2 demonstrates the benefit of the ability to rapidly
evaluate results with different condition parameter sets.

Conclusions
Generic gas turbine simulation environments can be extended

to generic adaptive modeling tools for diagnostics and gas path
analysis of deteriorated engine performance. Critical elements for
the extension are

• modeling structure
• flexibility with regard to the model equations and numerical

methods
• graphical user interface �GUI�

With a flexible object-oriented architecture, an efficient imple-
mentation can be realized and has been demonstrated. New addi-
tions to the adaptive modeling system can be easily implemented
because of object orientation.

With tree-view elements, a GUI can be developed that adapts to

Fig. 9 Gas path analysis results case 2
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any gas turbine model. Different combinations of measurement
and condition parameter sets can be rapidly evaluated and opti-
mized for specific engines and deterioration types. The different
sets can be saved and later activated on request to verify different
hypotheses and assumptions with regard to the engine problem.

The approach has been successfully demonstrated in the object-
oriented gas turbine simulation environment �GSP�. Component
faults were successfully isolated in a number of test cases with a
high bypass turbofan engine. The GSP adaptive model control
component turns existing GSP models into adaptive models that
can be rapidly configured to become powerful user-friendly GPA
�gas path analysis� tools.

The adaptation function can be applied to new GSP component
models derived from existing ones using object inheritance. Con-
dition factors and measurement equations can be added for any
component model. This means other system models, including
additional systems such as load compressors and combined cycle
components, can be included for GPA diagnostics.

The GSP adaptive modeling GUI enables deployment of GSP
models as user-friendly diagnostics tools. A configuration for a
specific engine type is currently being validated by maintenance
engineers at KLM.

Although a flexible concept is working, not all options for pow-
erful GPA with GSP have been explored yet and future work is
planned to enhance GSP’s adaptive modeling and diagnostic tool
capabilities, including the following:

• application to cases with more measurement data �i.e., in-
cluding exhaust gas pressure and/or temperature�

• adding a numerical minimization option for cases with more
measurements than condition factors

• exploration of feasibility of multipoint GPA
• additional methods to compensate measurement uncertainty

�constraints on and relations among condition parameter
variations�

• separate GSP adaptive modeling versions with optional hid-
ing of model configuration data entry items to provide a
secure and user friendly diagnostics tool at flight line or test
bed
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Nomenclature
EGT � exhaust gas temperature

FADEC � full authority digital engine control
GPA � gas path analysis
GSP � Gas Turbine Simulation Program
GUI � graphical user interface
HPC � high-pressure compressor
HPT � high-pressure turbine

N1 � low-pressure �fan� spool speed
N2 � high-pressure spool speed

NIVR � Netherlands Agency for Aerospace
Programmes

NLR � National Aerospace Laboratory
Ps2.5 � static booster exit pressure

Ps3 � static HPC exit pressure
Pt1.3 � total fan bypass exit pressure
Pt4.5 � total HPT exit pressure

Ts3 � static HPC exit temperature

Tt4.5 � total HPT exit temperature �EGT�
Wf � fuel flow
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Experimental Operating Range
Extension of a Twin-Spool
Turbofan Engine by Active
Stability Control Measures
Modern engine operation is guided by the aim to broaden the operating range and to
increase the stage loading allowing the stage count to be reduced. This is possible by
active stability control measures to extend the available stable operating range. Different
strategies of an active control system, such as air injection and air recirculation have
been applied. While in the past results have been published mainly regarding the stability
enhancement of compressor rigs or single-spool engines, this experimental study focuses
on both the stability as well as the operating range extension of a twin-spool turbofan
engine as an example of a real engine application on an aircraft. The objective of this
investigation is the analysis of the engine behavior with active stabilization compared to
unsupported operation. For this purpose, high-frequency pressure signals are used and
analyzed to investigate the effects of air injection with respect to the instability onset
progress and the development of any instabilities, such as rotating stall and surge in the
low-pressure compression (LPC) system. These Kulite signals are fed to a control system.
Its amplified output signals control fast acting direct-drive valves circumferentially dis-
tributed ahead of the LPC. For the application of air injection described in the paper, the
air is delivered by an external source. The control system responsible for air injection is
a real-time system which directly reacts on marked instabilities and their precursors. It
allows the LPC System to recover from fully developed rotating stall by asymmetric air
injection based on the pressure signals. Additionally, a delayed appearance of instabili-
ties can be provoked by the system. Air injection guided by this control system resulted in
a reduction of the required amount of air compared to constant air injection. Also,
disturbances travelling at rotor speed can be detected, damped, and eliminated by this
control system with a modulation of the injected air in such a way that the injection
maximum travels around the ten injection positions. �DOI: 10.1115/1.2031247�

Introduction
The efficiency in operation of gas turbine engines and its im-

provement is a mandatory task in the design process of an engine
of the next generation. The highest efficiency can be expected
close to the surge line, therefore it is useful to reduce the design
surge margin. As a consequence, the compression system must
have a higher loading. It can be reached by either increasing the
pressure ratio while keeping the same number of stages or by
reducing the stage count and leaving the pressure ratio unchanged.
For any operational aspects, such as handling characteristics at
engine dynamics or inlet distortions the capability of sufficient
operational reliability has to be ensured. For this purpose, a sys-
tem is required to handle all possible effects and tolerate all nega-
tive influences on the operation process. Such a system is pre-
sented in this paper. Based on the air injection system, a control
program supervises the pressure signals in the compression sys-
tem and gives an input signal to the air injection valves to open to
the required position. This allows the system to react on instabili-
ties such as rotating stall, surge, and also their precursors.

Air injection into the front stage of a compressor has been
demonstrated as an effective method of stabilization. Thereby, the
air is injected in the vicinity of the tip gap ahead of the first rotor

blades. While in the first attempts, research work has concentrated
on simple applications, such as high-speed compressor rigs by
Spakovszky et al. �1� and Weigl et al. �2�, small gas turbines by
Nelson et al. �3�, and single-spool turbojet engines by Freeman et
al. �4�. In recent years, the first investigations of constant air in-
jection on a twin-spool turbofan engine by Leinhos et al. �5�, also
at inlet distortions by Scheidler et al. �6�, have been published.
These studies demonstrated two different ways to achieve the sta-
bilizing effect of air injection. While a constant air injection at
defined circumferential positions can eliminate spikes and precur-
sors �4�, a superposed modulated air injection is suited to elimi-
nate modal waves in those turbomachinery applications where
they occur �1,2�. The instability inception process of several high-
speed compressors is not accompanied by modal waves and it
varies with spool speed and inlet flow conditions, as published by
Day et al. �7�. Also, some earlier investigations by Leinhos et al.
�8� on the twin-spool turbofan engine presented here demonstrated
that this test vehicle does not build modal waves on which a
control system can react properly. The LARZAC 04 twin-spool
turbofan engine contains a tip-critical first low-pressure compres-
sor �LPC� rotor and exhibits different types of instability inception
in different speed regimes. In the lower-speed range from idle
speed up to about n�LPC=76%, the compression system develops a
rotating stall cell, caused by the LPC and travelling around with a
fluctuating mode, The result of other previous examinations by
Höss et al. �9� has been affirmed. The tested engine generates a
disturbance rotating at LPC rotor frequency as a shaft order per-
turbation which causes the stall in the higher-speed range. There-
fore, two different control strategies have to be applied to cover
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the entire operating range of the engine to �re-�stabilize its com-
pression system over the whole speed band. The control strategy
for the lower-speed range to react on and avoid the rotating stall
occurrence has been presented in another assay by Scheidler et al.
�10�. The study presented here focuses on the upper speed range,
commencing from n�LPC=78% up to maximum power setting, at
which a distortion travelling at rotor speed around the circumfer-
ence is responsible for triggering the instability onset process.
Hence, a control system piloting the air injection system has been
adopted to cover the described phenomenon and to extend the
stable operating range in this speed area. For this purpose, an
available commercial controller has been applied as a derivative
of the so-called active instability control �AIC� system, which is
in use for the active control of thermoacoustic instabilities in sta-
tionary gas turbines in Hermann et al. �11�. Here, it serves as a
control device for attenuating rotor frequency shaft order pertur-
bations and other rotating disturbances by modulated air injection
ahead of the first LPC rotor in order to postpone or to avoid the
instability onset process. The injected air is provided by an exter-
nal source and is guided through an appropriate action of high-
bandwidth direct-drive valves �DDVs�.

The objective is to explore the capabilities of an active stability
control measure taking into account the specific conditions and
the practical imperfections of an operational twin-spool turbofan
engine as a real application onboard an aircraft. Therewith, more
can be learned about limitations of such a system and its potential
benefits.

Experimental Setup

Test Engine. The tests were performed at the Jet Propulsion
Institute’s Ground Test Facility using the low-bypass turbofan en-
gine LARZAC 04 C5. The engine is of modular twin-spool design
and does not contain inlet guide vanes in front of the LPC. On this
account it is well suited for the survey described herein, with air
injection ahead of the first LPC rotor, since the injected air flow
directly affects the critical stream in the tip region of the first LPC
rotor blades. The engine consists of a two-stage highly transonic
LPC, a four-stage high-pressure compressor �HPC�, an annular
combustion chamber and single-stage high- �HP� and low-
pressure �LP� turbines �see Fig. 1�.

Table 1 lists the main engine’s performance data at ISA

conditions.
The core and bypass flow expand through separate nozzles

without being mixed which allows an almost independent throt-
tling of both compressors. In order to operate the compressors of
the test engine above their steady-state running line, both nozzles
are equipped with independently working throttling devices.
Thereby it is possible to run the LPC close to its stability bound-
ary by activating the so-called bypass throttle �see Fig. 2�. It con-
sists of circular arc segments which are driven by a motor via a
chain and can be moved in radial direction �see Höss et al. �9��.
Thus, it is possible to reduce the bypass nozzle exit area and to
throttle the LPC independently from the HPC at a first glance. To
throttle the HPC the rotational body of the core throttle can be
moved in axial direction. This device has not been used in these
investigations.

Air Injection System. The Air Injection System consists of a
casing which accommodates ten injection channels. The three-
dimensional computer-aided design designed casing was manu-
factured by wire-electric discharge machining to blank the injec-
tion channels. It is mounted as a part of the engine’s inlet duct
directly ahead of LPC casing. At the end of each injection chan-
nel, a pivoted nozzle is located to accelerate the injected airflow
and to ensure a highly subsonic velocity. The pivoted arrangement
allows the direction of the injected airstream to be varied between
angles of −30 deg and +30 deg �Fig. 3�. The injection nozzles are
moved in circumferential direction simultaneously in a collective
manner by an actuator ring they are connected with. A positive
injection angle corresponds to the direction of rotation of the LPC
spool. Some results of investigations of air injection at different
angles are published in Leinhos et al. �5� and Scheidler et al. �6�.

The distance between the injection nozzles and the first LPC

Fig. 1 Cutaway model of the LARZAC 04 C5 turbofan engine

Table 1 LARZAC 04 C5 design point performance data

Fs
13 kN

TET 1403 K
� �BPR� 1.13
W �mass flow� 27.64 kg/s
�LPC

2.26
�HPC

4.60
nLPC

17,500 rpm
nHPC

22,561 rpm

Fig. 2 Bypass and core throttle devices

Fig. 3 Air injection system with pivoted nozzles
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rotor blades corresponds to two mean chord lengths of the blades.
This distance allows one to efficiently fight instabilities and their
precursors and it also provides sufficient space with regard to
mechanical safety aspects. Nevertheless, this arrangement permits
the injected air stream to spread somewhat to hit a wider range of
the blades’ tip region. The results of former investigations by
Leinhos et al. �8�, also with air recirculation by Scheidler et al.
�6�, lead to the conclusion that an improved nozzle exit area
would lead to better results. Therefore an enhanced air injection
nozzle exit area was designed. Compared to the first design the
nozzle exit area was reduced significantly. The new designed
nozzles were applied for the first time for the investigations of
which this paper partially reports about. Figure 4 gives an impres-
sion and a comparison of the first and the enhanced nozzle exit
area design.

The reduced exit area of the enhanced nozzle design offers an
increased injection velocity of the supplied air stream. A discus-
sion about the influence of the injection velocity on the stabiliza-
tion effects is given in Suder et al. �12�. The air is delivered by an
external air supply system, illustrated in Fig. 5, consisting of a
screw compressor, a compressed air dryer, storage vessels, a mi-
crofilter, and a pressure reducer to adjust the pressure magnitude
of the fed air.

The screw compressor delivers pressurized air at a value of 15
bar. Together with the storage quantity of 7500 liters, this external
air supply system enables to investigate the restabilizing effects at
test conditions which could be kept stable and stationary for a
sufficient time. The amount of maximum available injection air
arises from the product of the available air volume in the vessels
and the difference in pressure head between the storaged air and
the pressure magnitude adjusted at the pressure reducer. The
maximum pressure of the injected air was set to 8 bar. After the
pressure reducer the air flows through a flexible tube system, pass-
ing a mass flow measurement device. The flexible metal tubes are
connected to DDVs. These DDVs ensure the proper amount of
delivered air and are guided by the control system. They are a

derivative of an earlier version by the Moog Company, Germany.
Compared to their predecessor, the maximum possible mass flow
has been increased by adding a second port and by scaling up the
spool diameter. These valves �Fig. 6� dispose of a bandwidth of up
to 280 Hz. They can be almost linearly positioned anywhere be-
tween fully closed �0%� and fully open �100%�. With a supply
pressure of 8 bar at ambient temperature, each valve can provide
a mass flow maximum of about 130 g/s. Either the injected air
flow is rated at a constant value with a predefined opening posi-
tion of them or, in case the control system is active, the valves
receive their input signal by the controller and therefore can react
properly on any instabilities and precursors but also on an im-
provement due to the active stabilization effects obtained by the
air injection just done.

The control system is a derivative from a commercial active
control system for thermoacoustic instabilities in gas turbines by
Hermann, et al. �11�. The system contains all electronics required
for signal processing, data transmission for driving and control-
ling the DDVs.

The controller is fed with five sensor signals from high sample
rate pressure transducers �Kulites� located at the LPC inlet plane.
These sensor signals are processed within the controller. Details
about the processing method can be found in Scheidler et al. �10�.
The output signal is supplied to the valve�s� necessary to antago-
nize the instability phenomenon. This can be either only one valve
or a few one on a selective basis or all ten of them, depending on
the complexion of the instability. Additionally, the mode of the air
injection, a constant air flow or a modulated air flow or a flexible
combination of both is guided by the control system, too. While
previous investigations in this facility by Scheidler et al. �6� and
Leinhos et al. �8� also considered air recirculation, the analyses in
this publication focus on controlled active stability measures by
injection of air delivered by the external source only. The entire
test setup is displayed in Fig. 7.

The test bed equipment also affords one the oppertunity to in-
vestigate the effects of inlet distortions, as well during instability
onset process as during active stability measures as during engine
dynamics, for example. Results on these topics are published in
Scheidler et al. �6,13� and Leinhos et al. �14�.

On the basis of the experimental investigations and results, a
numerical model was generated to reproduce the active stabiliza-
tion effects of controlled air injection. This model predicts the
time-dependent pressure level in each of the system modules dur-
ing the throttling phase of the compression system. It is created to
simulate the stable and unstable operation of the engine. For the
modeling of unstable processes, the simulation starts always at
stable operating conditions. The model consists of a straight duct
ahead of the LPC, the two LPC stages and a flow splitter which
divides the main flow into the core flow and the bypass flow.
Behind the HPC, a volume is affixed to represent the combustion
chamber. Since the main object of the model was focused on the
compression system and its behavior, the simulation of the HP

Fig. 4 Comparison of air injection nozzle exit area design

Fig. 5 Screw compressor, air dryer, and storage vessels

Fig. 6 Direct drive valve by the Moog Company, Germany
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turbine and LP turbine was abandoned to simplify the numerical
calculation process. More details about the model, its configura-
tion and setup, its adaptation, and some results gained with it, are
discussed in Scheidler et al. �10�.

Instrumentation and Data Acqusition. The LARZAC 04 is
equipped with two different kinds of instrumentation. Both are
assigned to different tasks and exceed the standard instrumenta-
tion of an aeroengine on board an aircraft by far. A number of
thermocouples, wall static pressure probes, and total pressure
probes, connected with standard pressure transducers are installed
throughout the engine �Fig. 8�. They represent the so-called con-
ventional instrumentation, a low sample rate data collecting tech-
nique. In total, 96 channels are allocated to individual parameters.
Each of the 96 channels is sampled at 1 kHz for 20 ms, providing

20 values. These were averaged during the next 80 ms. Altogether,
this results in an average sampling rate of 10 Hz. The data is
digitized with a 16-bit resolution.

Also, the rotor shaft speeds �n�, the thrust �Fs�, the fuel flow
�VF�, the fuel temperature �TF�, and the bypass throttle position
�y� are measured. All of the parameters recorded this way afford
mass flow calculations and a detailed gas path analysis for steady
and transient engine operations. By this means, it is possible to
compute operating points, compressor maps, and some perfor-
mance data. A detailed outline of this kind of instrumentation, its
sensor types, and the position of the probes can be found in Höss
et al. �9�. The data correction and the gas path analysis procedure
applied to derive compressor maps, running lines, and perfor-
mance data is detailed in Herpel et al. �15�.

Besides the just illustrated conventional instrumentation, a spe-
cial high-frequency instrumentation is applied to the compression
system in order to detect relevant pressure fluctuations during in-
stability onset and to identify different types of instabilities.

High-frequency response of the probes is assured by incorpo-
rating miniature piezo-resistive Kulite pressure transducers into
the front end of the probes. This gives a minimum time lag and
damping of the pressure signals during the process of recording.
The parameters are sampled at 51.2 kHz, and they are digitized
with a 16-bit resolution. For this purpose, a 16-channel VXI input
module by Agilent is used. The signals are filtered with a 20 kHz
analog low-pass filter before they are digitized and transferred to a
storage device within the control computer. Therefore, in total, 14
wall static and freestream total pressure probes are installed at
various positions throughout the LPC and the HPC �Fig. 9�. A
simultaneous instrumentation of both compressors, together with
the five wall static pressure sensors circumferentially distributed
at each of their inlet planes, enables to observe the interaction
between the LPC and the HPC, also during instability onset.

With the five sensors in one plane, spatial disturbances up to the
second harmonic can be resolved. For the measurements pre-

Fig. 7 Engine test setup in air injection configuration

Fig. 8 Conventional low-frequency instrumentation
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sented in this paper, five wall static pressure probes are installed
7 mm upstream of the first LPC rotor in an equal circumferential
distance, at 332 deg �sensor 1�, 44 deg �sensor 2�, 116 deg �sensor
3�, 188 deg �sensor 4�, and 260 deg �sensor 5�, counting in the
direction of rotation of the LPC spool. Due to mechanical con-
straints caused by accessory components in the entry plane of the
HPC, the five wall static sensor probes cannot be positioned in an
equal circumferential distance. Hence, they are located at 40 deg,
130 deg, 230 deg, 290 deg, and 339 deg �sensors 8–12�, again
counting in the direction of rotation of the spool. As displayed in
Fig. 8, four more pressure probes are incorporated in different
planes of the compression system to encounter the axial extension
of pressure fluctuations and the position at which they start and to
track their growth and behavior. Another wall static pressure
probe is placed in the first LPC stator �sensor 6�. The total pres-
sure probes are located each at the LPC exit in front of the splitter
casing �sensor 7�, in the second-stage stator of the HPC �sensor
13� and at the HPC exit �sensor 14�. This one is resistant against
high temperatures and is designed to measure pressure values up
to 10 bar. More details about this high sample rate instrumentation
are described in Höss, et al. �9�. The two remaining channels of
the input module of the VXI system were used to track the posi-
tion signal of one of the high-bandwidth DDVs and to record the
actual position of the bypass throttle. This enables one to exactly
resolve the time lag between the valve input signal and the time
after which the compressor flow is affected by the active stability
control intervention. The signal of the bypass nozzle enables one
to determine a direct relationship between the throttling rate of the
LPC, its corresponding instability, and the effect resulting from
the active stability control input.

Experimental Results
This paper is the publication of some new results of the inves-

tigations made with the enhanced air injection nozzle design �see
details in the Experimental Setup section of this paper�. It marks
the continuation of the research work done under this topic at
earlier studies by Leinhos et al. �5,8� and Scheidler et al. �6�,
which start as a feasibility study. While in Scheidler et al. �10� the
newly designed air injection nozzles have also been used �for the
first time� and that publication focuses on the results of an im-
proved rotating stall control �only the speed range from idle up to
max. n�LPC=76% was investigated�, this survey concentrates on
the active stability control at the upper speed band, from n�LPC
=78% up to maximum power setting. Additionally, it constitutes
the preliminary completion of the investigations quoted above.
For comparison purposes, but also to demonstrate the different
development of instabilities over the speed bands, the engine be-
havior and the possibilities of active stability control measures
have been analyzed for n�LPC=78%, n�LPC=84%, and n�LPC
=90%. In this speed band, from n�LPC=78% up to maximum
power setting, a disturbance travelling with rotor speed is respon-

sible for triggering the instability onset process. Therefore, this
paper concentrates on the active stability control measures of this
phenomenon.

Stabilization at n�LPC=78%. While up to a speed line of
n�LPC=76% the LPC creates a rotating stall which influences the
HPC and the entire compression system �see Scheidler et al. �10��,
caused by a distortion at lower-frequency rates ��f / f rot=0.66�,
the spool speed of n�LPC=78% is the first speed line at which the
compression system generates a surge as a reaction on one indi-
vidual or multiple pressure spikes. Investigations have shown that
a disturbance rotating with the rotor frequency is responsible for
triggering the instability onset process �see Fig. 10�. The speed
band between n�LPC=76% and n�LPC=78% is a region where the
transition between the two different instability onset processes is
fluent.

Once this distortion is antagonized and eliminated by a con-
trolled air injection the system recovers to a stable operating con-
dition. Figure 11 reveals the switch-on of the controller, its control
input and action and the stabilized condition after about 130 rotor
revolutions of successful intervention. A comparison between con-
stant air injection and air injection guided by the control system at
the same opening rate of the DDVs �30%� substantiates the ad-
vantage of the control system. While at constant air injection, the
stable operating line breaks off earlier, the controlled air injection

Fig. 9 Position of high-frequency instrumentation

Fig. 10 Disturbance at rotor frequency frot ,n�LPC=78%

Fig. 11 Time series of sensor signals and valve No. 1 at
n�LPC=78%

24 / Vol. 128, JANUARY 2006 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



enables a further throttling of the LPC and therewith a wider
operating range. At n�LPC=78%, this is still of slight appearance
but it can be recognized in Fig. 12.

Stabilization at n�LPC=84%. The investigation of the stabili-
zation effects for n�LPC=84% was started with an assessment of
several opening degrees of the valves at constant air injection
conditions. As former examinations have already proved, an in-
creased opening degree of the valves improves the stabilizing in-
put. Additionally, in Fig. 13, the benefit of the enhanced air injec-
tion nozzle design is proved. While with the first air injection
nozzle generation a valve opening to 50% allowed “only” an ex-
traction of the stable speed line up to the red-colored surge barrier
�surge and speed line with 3% constant air injection�, the new
modified air injection nozzles enable a much wider stable opera-
tion at that running line �n�LPC=84%, green color�. Again, a com-
parison between constant air injection and air injection guided by
the control system at the same opening rate of the DDVs �30%,
Fig. 14� reveals a slight difference in the outcome of the stabili-

zation. The air injection with control results in light higher values
of pressure ratio at the same values of corrected mass flow, also
for n�LPC=84%, proving the efficiency of the controller.

An analysis of some performance parameters also highlights the
positive effects of air injection. As well at unthrottled operation,
the influence of air injection increases the total pressure level at
the LPC exit significantly �Fig. 15�. As a result of this, the perfor-
mance of the entire turbofan engine arises. The success of the air
injection, especially with the control system active, is depicted in
Fig. 16. While within one test, the LPC is throttled two times and
the pressure value of the LPC drops two times dramatically, con-
nected with a surge occurrence each time, the controlled air injec-
tion is in the position to recover the compression system and to
restabilize the air flow within it, respectively. This gives good
confidence in the effectiveness and the reliability of the applied
control system together with the impact of air injection.

Stabilization at n�LPC=90%. As for the two lower-speed lines
�n�LPC=78%, n�LPC=84% � and for n�LPC=90%, a compressor
map was analyzed. The effectiveness and mode of functioning of
the air injection guided by the control system appear with a much
bigger significance at n�LPC=90%, compared to the lower-speed
lines, where this effect was less distinctive. A view of Fig. 17
highlights the greater stable operating range achieved when con-
trol is active compared to constant air injection, again for the same

Fig. 12 Comparison of constant and controlled air injection,
valves opened 30%, at n�LPC=78%

Fig. 13 Several opening degrees of the valves at constant air
injection for n�LPC=84%

Fig. 14 Comparison of constant and controlled air injection,
valves opened 30%, at n�LPC=84%

Fig. 15 Stabilizing effect of air injection, also at unthrottled
operation at n�LPC=84%
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opening rate of the valves �30%�. This dominant advantage allows
one to reduce the amount of air necessary to recover from an
unstable operating condition and to keep the system running
stable, also at deep throttled conditions. Nevertheless, again the
improvement with the enhanced air injection nozzles is also dem-
onstrated, since a valve opening rate of 30% at constant air injec-
tion exceeds the speed and surge limit reached with the first air
injection nozzle generation for 3% constant air injection, which
for an eminent larger opening position of the injection valves was
necessary.

As for the spool speed of 84% also for n�LPC=90%, a survey of
some performance parameters was made. Again, the air injection
control system was able to restore the stable operating conditions
after a severe instability occurrence. Figure 18 demonstrates the
recurrence of the pressure level at the LPC exit after the con-
trolled input of the air injection system. Once stabilized, also at
throttled and charged conditions, the system stays stable even if
the controlled air injection is switched of �as happened after about
14 s in the displayed test�.

To answer open questions and for a deeper understanding of the
effects of the controlled air injection, some data from the high-
frequency Kulite pressure signals in front of the LPC and of one
DDV are analyzed with the spatial Fourier transformation �SFT�
and the power spectral density �PSD� of the time series of spatial
Fourier coefficients, as applied by Garnier et al. �16� and Tryfoni-

dis et al. �17�. Since the described frequency analysis has also
been accomplished for the lower speeds n�LPC=78% and n�LPC
=84% and the findings were the same or very similar to these of
n�LPC=90%, respectively. In this publication, only some extracts
of the entire fast Fourier transformation �FFT� analysis at n�LPC
=90% are presented on an exemplary basis.

Starting from the lapse of the time signals of the sensors in Fig.
19, a detailed analysis of the instability causing disturbances and
their damping by the controlled air injection has been performed.
In Fig. 19, the controlled action of DDV No. 1 can be tracked.
Valve No. 1 is chosen as a representative actuator of all ten DDVs.
The valves react directly on the signals coming from the pressure
sensors. Starting at the zero point of rotor revolutions, an instabil-
ity is detected by the control system and an adequate air injection
input is generated. After about 190 rotor revolutions, the instabil-
ity is eliminated and the disturbance is completely damped out, as
can be seen in the diagram.

The instability onset process and its progression can be pursued
easily in the curves of the circumferential FFT �Fig. 20�. The
amplitude of the first-harmonic order shows an increasing charac-

Fig. 16 Restabilization of the LPC after two instability occur-
rences, at n�LPC=84%

Fig. 17 Comparison of constant and controlled air injection,
valves opened 30%, at n�LPC=90%

Fig. 18 Restabilization of the LPC after an instability occur-
rence, at n�LPC=90%

Fig. 19 Time series of sensor signals and valve No. 1 at
n�LPC=90%
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teristic with a rising gradient. The corresponding phase runs as an
almost ideal linear line. The amplitude of the second-harmonic
order shows nearly the same characteristic as the one for the first-
harmonic. The phase is uncontinuously falling.

Based on this information, the PSD analysis was drawn. Figure
21 represents the PSD of an growing instability. In the frequency
spectrum of the first-harmonic order, only one significant distur-
bance appears, which is situated exactly at the rotor frequency. In

Fig. 22, the successful damping of exactly this disturbance is dem-
onstrated.

Summary and Conclusion
The present experimental study demonstrated the successful

damping of the responsible instability onset disturbances by active
stability control measures with steered air injection. Specifically,
at the higher part-load operation range up to the maximum power
setting, the perturbation moving at rotor frequency is successfully
eliminated and the engine is restabilized.

While at lower engine speeds, the effectiveness of the con-
trolled active stabilization measures is less distinctive, its profits
appear at the higher engine speeds up to maximum power in a
significant extent. Since the frequency spectra of the first-
harmonic order deliver only one perturbation, which moves at
rotor frequency and is responsible for instability onset, the control
system can be fed with these signals and it is able to track this
perturbation and eliminate it systematically by dedicated air injec-
tion. This air injection can happen in a constant manner, pulsed, or
any other way, without any regularity.

Fig. 20 SFT of the first-harmonic and second-harmonic order for n�LPC=90%

Fig. 21 PSD of the first-harmonic, disturbance at rotor fre-
quency, „frot…, at n�LPC=90%

Fig. 22 PSD of the first-harmonic, disturbance at rotor frequency „frot…

damped, at n�LPC=90%
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Also, the analysis of some performance parameters proves the
positive effects of the air injection supplied to the gas turbine
engine. The compressor’s pressure level can be increased. The
controller also demonstrated its capability to recover the engine
from a surge if the responsible perturbation is damped by an ad-
equate active stabilization measure with air injection.
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Nomenclature
F � thrust �kN�

f , f rot � frequency, rotor frequency �Hz�
n � mechanical spool speed �rpm�

ps , pt � static pressure, total pressure �Pa�
�, PI � pressure ratio
n�LPC � relative corrected spool speed,

�nLPC/ �Tt,LPC,inlet�rel �%�
W � mass flow �kg/s�

WRED � corrected mass flow �kg/s · �K/bar�
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Unsteady Aerodynamics of an
Aeroengine Double Swirler Lean
Premixing Prevaporizing Burner
Lean premixing prevaporizing (LPP) burners represent a promising solution for low-
emission combustion in aeroengines. Since lean premixed combustion suffers from pres-
sure and heat release fluctuations that can be triggered by unsteady large-scale flow
structures, a deep knowledge of flow structures formation mechanisms in complex swirl-
ing flows is a necessary step in suppressing combustion instabilities. The present paper
describes a detailed investigation of the unsteady aerodynamics of a large-scale model of
a double swirler aeroengine LPP burner at isothermal conditions. A three-dimensional
(3D) laser Doppler velocimeter and an ensemble-averaging technique have been em-
ployed to obtain a detailed time-resolved description of the periodically perturbed flow
field at the mixing duct exit and associated Reynolds stress and vorticity distributions.
Results show a swirling annular jet with an extended region of reverse flow near to the
axis. The flow is dominated by a strong periodic perturbation, which occurs in all the
three components of velocity. Radial velocity fluctuations cause important periodic dis-
placement of the jet and the inner separated region in the meridional plane. The flow, as
expected, is highly turbulent. The periodic stress components have the same order of
magnitude of the Reynolds stress components. As a consequence the flow-mixing process
is highly enhanced. Turbulence acts on a large spectrum of fluctuation frequencies,
whereas the large-scale motion influences the whole flow field in an ordered way that can
be dangerous for stability in reactive conditions. �DOI: 10.1115/1.1924720�

Introduction
Because of the rapid increase of air traffic, which, according to

projections, will be doubled by 2020, the reduction of pollutants
associated with air traffic has become a primary objective in the
design of modern aircraft gas turbine engines.

The trend of the advanced combustion chamber is to increase
inlet pressure and temperature in order to increase the efficiency
of the engine cycle and reduce fuel consumption. This is the only
way to reduce CO2 emissions, one of the most important causes of
the greenhouse effect. Increasing of maximum temperature in the
combustor has the drawback of high NOx emissions that are pro-
duced at high temperature.

In conventional combustors the fuel is injected in the primary
zone, provoking regions of stoichiometric mixture burning at very
high temperature with high NOx production. One of the most
promising ways to reduce emissions is to inject the fuel into pre-
mixing ducts, at exit of which the fuel is prevaporized and the
mixture is lean. In this case occurrence of stoichiometric zones is
avoided and NOx production is reduced.

Unfortunately lean premixed combustors suffer from serious
problems related to combustion instabilities, flashback, and autoi-
gnition in the premixing ducts. Self-sustained large-amplitude
pressure oscillations may cause severe mechanical damage to the
combustion chambers and, in the case of flashback, injectors may
even be destroyed.

Because of the technical relevance and scientific challenge of
the problem, numerical and experimental efforts have been made
in recent years by the industrial and scientific communities in
order to identify and understand the physical mechanisms that

govern the instabilities of lean premixed combustors. An exten-
sive research activity is currently being carried out on combustion
instabilities in aeroengines in the framework of a European Com-
mission �EC� founded project titled ICLEAC �Instability Control
of Low Emission Aeroengine Combustors�. The research ap-
proach of ICLEAC includes studies on aerothermodynamics of
the air-fuel mixing process, thermoacoustics of the combustion
chambers, heat release, and flame response to velocity and pres-
sure fluctuations. The present investigation contributes to the re-
search project with detailed experiments on the unsteady aerody-
namics of lean premixing prevaporizing �LPP� systems in
isothermal conditions. The investigation is focused on the detec-
tion of large-scale periodic flow structures that may drive low-
frequency combustion instabilities in real LPP geometries.

A special feature of the present experiment is the large scale of
the LPP model under investigation, which results in a very high
spatial resolution of the measurements. The injector is a double
corotating swirler premixing device representative of advanced
aeroengine LPP technology.

The great details of the experiment and the simultaneous detec-
tion of the three velocity components allow a comprehensive de-
scription of the unsteady flow field, which includes Reynolds
stress distributions and time-resolved vorticity vectors. The results
help to clarify some still unresolved aspects of the unsteady aero-
dynamics of premixing swirler devices and provide a suitable da-
tabase for advanced computational fluid dynamics �CFD� codes
assessment.

Experimental Facility and Instrumentation

Experimental Setup. The experiments were carried out on a
large-scale model �5:1� of an LPP injector for aeroengine applica-
tions. The LPP injector was designed by Avio S.p.A with the tar-
gets to have a limited length and fixed external and exit diameters
in order to be mounted in a preexisting annular combustion cham-
ber. The design was divided into two phases. In the first one,
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simple one-dimensional �1D� methods were used to obtain a lim-
ited number of premix duct geometries with specified swirler
angles and number of blades that assured the desired swirl num-
ber. In the second phase the chosen geometries were analyzed by
CFD �single-phase and two-phase flow� to assess if the perfor-
mance �including the vaporization rate� were acceptable. In the
design phase also the configuration with contrarotating blades was
considered. At the same swirl number the configuration with con-
trarotating vanes gave a better mixing and evaporation rate be-
cause the shear stress at the lip was higher, but the vane angles
were too high and discharge coefficients of swirler were drasti-
cally reduced.

The LPP injector geometry is currently being utilized in the
framework of the EC project ICLEAC for research purposes: as-
sessment of numerical tools �RANS and URANS codes� versus ex-
perimental results and investigation of unsteady flow phenomena
in swirling flow LPP combustion systems.

The device is a corotating double swirler centripetal injector.
The injector is depicted in Fig. 1. The meridional section is shown
in Fig. 2. The mixer is composed of two swirlers with radial
blades. The internal swirler has 21 blades with an exit angle of
40 deg with respect to the radial direction, the external one has 25
blades with an exit angle of 53 deg. The duct downstream of the
blades has been designed by means of circular arcs and constant
section areas up to the lip where the flows mix together.

The injector has been designed with the objective to obtain a
high degree of prevaporization and air-fuel mixing within the pre-
mixing tube. The large initial section of the mixing tube accom-
panied by a large degree of swirling flow determines a suitable
residence time for fuel vaporization. The following strong con-
traction with flow acceleration maintains a thin boundary layer at
the wall, helps preventing flame flashback, and keeps residence
time moderate in order to not exceed autoignition limits. The de-
sign swirl number is 0.5 according to the definition

S = ��
0

D/2

CaCtr
2dr����D/2��

0

D/2

Ca
2rdr�

The mass flow rate was split according the effective areas of the
swirlers: it was 44% through the internal swirler, 46% through the
external one, and 10% through the holes. The holes were not only
for cooling. As the flow through them was not swirled, they al-
lowed one to get a higher swirl number in the mixing zone �near
the lip� and, therefore, a higher evaporation rate of droplets for a
fixed swirl number value.

The experiments were carried out within an atmospheric test rig
with isothermal flow. Because of the relevance of aerodynamic
phenomena in the subsonic range, real operating conditions were
scaled down to atmospheric conditions using the Reynolds
similarity.

Different operating conditions have been tested. Extensive in-
vestigations have been performed at the maximum power opera-
tion. The corresponding Reynolds number based on the mixing
tube exit diameter and the mean axial velocity at the exit is
260,000. The corresponding burner pressure drop is 2.2%. Test
conditions are summarized in Table 1.

Air is fed to the LPP injector model through the settling cham-
ber of a wind tunnel equipped with a honeycomb and screens to
guarantee steady uniform flow at the inlet. The LPP mixing tube
terminates in a rectangular single-sector combustor. The mixing
tube exit diameter is 104 mm. The 750 mm long flame tube has a
square cross section of 250�250 mm2 with optical access from
three sides.

A CFD analysis was carried out to investigate the effect of the
square cross-sectional flame tube instead of the circular one. The
shape of the cross section influences the corner recirculation, but
no appreciable differences were noted in the central recirculation
or in the other measuring points.

The large scale of the test article allows for a high degree of
spatial resolution. This is an important prerequisite for a careful
investigation of the flow organized structures, which may affect
the flow field, and for the generation of databases of experimental
results suitable for CFD code assessment.

The experimental domain is shown in Fig. 2. The experimental
grid is made of 25 radial traverses from x /D=0 to x /D=1.29.
Each traverse is defined by 40 measuring points ranging from
r /D=0 to r /D=1.00. The total number of measuring points is
1000. Time-averaged axisimmetry was checked in some of the
radial traverses and found acceptable.

The main instrumentation consists of a fiber-optic 3D laser-
Doppler velocimetry �LDV� system. A hot-wire anemometer was
employed for preliminary investigations, for frequency domain
unsteady flow analysis, and for the generation of the reference
signal for phase-locked LDV data acquisition and data processing.
The measurement chain is shown in Fig. 3.

3D LDV System Characteristics. Time-resolved measure-
ments of the three velocity components of the flow at the exit of
the LPP burner have been performed by means of a six-beam
three-color fiber-optic LDV system with back scatter collection
optics �Dantec Fiber Flow�. The light source is a 300 mW argon
ion laser operating at 514.5 nm �green�, 488 nm �blue�, and
476.5 nm �dark blue�. The LDV setup is obtained combining a 2D
and 1D optical probe, both with 310 mm focal length. Typical
probe volume dimensions were 90 �m diam and 1.9 mm length.

In order to obtain coincidence of the two probe volumes, one of

Fig. 1 LPP injector

Fig. 2 Measuring-point locations

Table 1 Test conditions

Upstream total pressure pt1=103520 Pa
Upstream temperature Tt1=298 K
Static pressure downstream p2=101300 Pa
Reynolds number Re=2.6�105

30 / Vol. 128, JANUARY 2006 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the optical probes is mounted on a manual micrometric three-axis
plus rotation stage. A special viewfinder made of a 120 �m pin-
hole and two photodiodes is used to monitor the micrometric
movements and verify the volumes coincidence.

The twin-probe assembly is stiffly mounted on a three-axis
computer-controlled probe traversing mechanism. The motion is
transmitted to the carriages by stepping motors through a pre-
loaded ball-screw assembly with a minimum linear translation
step of 8 �m. A Bragg cell is used to apply a frequency shift
�40 MHz� to one of each pair of beams, allowing one to solve
directional ambiguity and reduce angle bias.

The flow is seeded with a 0.5–2 �m atomized spray of mineral
oil injected into the settling chamber. The signal from the photo-
multipliers were processed by three Burst Spectrum Analyzers
�Dantec BSA�. Measurements of the three velocity components
were made in coincidence mode. Typical values of the data rate
were in the range 1000–5000 Hz. In the recirculating flow re-
gions, the data rate failed down to a few hundred Hertz.

LDV Data Processing. In the present experiment an ensemble-
averaging technique suitable for LDV data processing has been
applied. A single-sensor hot-wire probe located in the flow field
provides a reference signal in phase with the relevant periodic
phenomenon. To obtain statistically accurate ensemble averages, a
total of 120,000 validated data for each velocity component has
been sampled at each measuring position. Instantaneous velocities
are sorted into 30 phase bins, each representing a particular phase
of the cycle. The hot-wire reference signal was bandpass filtered,
and a suitable electronic circuit was used to seek the maximum of
the periodic function and generate a transistor-transistor logic
�TTL� signal to be used as trigger. The uncertainty in evaluating
the reference instant was estimated lower than 1/200 of a period.
Since the phase sampling is based on 1/30 of period window, the
added effect on rms is negligible.

According to the triple decomposition scheme proposed by
Reynolds and Hussian �1� for the study of coherent structures in
shear flows, a generic velocity component v in a generic position
P can be represented as the sum of the time-averaged contribution
v̄, the fluctuating component due to the periodic motion �ṽ− v̄�,
and the random fluctuation v�

v = v̄ + �ṽ − v̄� + v� �1�

The time-varying mean velocity component ṽ can be obtained
by ensemble averaging the samples

ṽ�i� =
1

Ki
	
k=1

Ki

v�i,k� �2�

where i=1, . . . , I is the index of the phases into which a perturba-
tion period is subdivided and k=1, . . . ,Ki is the index of the
samples for each window associated with a particular phase i.

The time-averaged velocity component v̄ can be simply deter-
mined as

v̄ =
1

I 	i=1

I

ṽ�i� �3�

Ensemble-averaged rms, which are proportional to the Rey-
nolds stress normal components, are obtained as


v�2̃�i� =
 1

�Ki − 1�	k=1

Ki

�v�i,k� − ṽ�i��2 �4�

The results are collected in a database of three ensemble-

averaged velocity components �C̃a , C̃t , C̃r� and six ensemble-
averaged Reynolds stress components

�Ca�
2̃ ,Ct�

2̃ ,Cr�
2̃ ,Ca�Ct�

˜ ,Ca�Cr�
˜ ,Ct�Cr�

˜ �. Each component is defined as
a function of the spatial coordinates �x ,r� and time t �phase� for a
total of 25�40�30 values.

The ensemble-averaged velocity and Reynolds stress compo-
nents have been further averaged in time to obtain a set of time-
averaged components defined on the spatial measuring domain

�C̄a , C̄t , C̄r ,Ca�
2̃ ,Ct�

2̃ ,Cr�
2̃ ,Ca�Ct�

˜ ,Ca�Cr�
˜ ,Ct�Cr�

˜ �.
According to the triple decomposition theory, the time-averaged

momentum equation of a flow with relevant periodic fluctuations
contains additional terms, analog to the Reynolds stress compo-
nents, because of the time correlations of the large scale periodic
fluctuations. The following six additional stress components have
also been evaluated:

�C̃a − C̄a�2, �C̃t − C̄t�2, �C̃r − C̄r�2, �C̃a − C̄a��C̃t − C̄t�,

�C̃a − C̄a��C̃r − C̄r�, �C̃t − C̄t��C̃r − C̄r�

LDV Measurement Accuracy. A comprehensive review of er-
rors in laser-Doppler velocimetry measurements and guidelines to
evaluate them are given by Boutier �2� and Strazisar �3�. A spe-
cific evaluation of the errors for frequency domain processors is
given by Modarress et al. �4�.

The error on the instantaneous velocity due to random noise
from the photomultiplier tube depends on the background scat-
tered light and processing technique. The burst spectrum analyzer
�BSA� can measure with a signal to noise ratio as low as −5 dB,
without apparent increase of the standard deviation �4�. The reso-
lution of the BSA processor depends on the record length of the
fast Fourier transform �FFT� and on the background noise. For the
present experiment, even in the worst cases, it was below 1% of
the mean velocity.

A statistical bias can occur because the arrival times of the
measurable particles are not statistically independent on the flow
velocity, which brings them into the probe volume. If the velocity
is not constant in time, then the resulting nonuniform data sam-
pling causes an error when simple arithmetic averages are per-
formed. To obtain correct time averages, instantaneous data need
to be weighted with the residence time of the particles in the
measuring volume. However the ensemble-averaging procedure
that has been widely adopted in the present experiment, where the
samples in each bin are statistically independent because they
were collected during different cycles, avoids statistical bias, as
observed by Lyn et al. �5�.

Fig. 3 LDV measurement chain
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Angle bias occurs when the particle trajectories are not normal
to fringe orientation. Moving the fringe pattern in the probe vol-
ume by means of the Bragg cell allows one to minimize this error.
For the present experiment the angle bias was kept lower than 1%
of the mean velocity.

Statistical uncertainty in mean and rms velocities depends on
the number of sampled data, turbulence intensity, and confidence
level �2�. For the present experiment, considering a typical set of
1000 sampled data, a confidence level of 95% and a local turbu-
lence intensity of 50%, uncertainties of ±3% and ±5% are ex-
pected for the mean and rms velocities, respectively.

Preliminary measurements with a two-sensor hot-wire probe
were performed in regions of nonreverse flow. The agreement
between LDV and hot-wire results was of the order of ±10% for
both periodic and turbulent rms results.

Results and Discussion

Spectral Characteristics of the Flow. To evaluate the time-
varying flow characteristics, a single-sensor hot-wire probe
�DANTEC P11� was operated with a Constant Temperature An-
emometer �DANTEC M10�.

For each measuring point the CTA signal was low-pass filtered
at 25 kHz and sampled at a frequency of 50 kHz. The total num-
ber of data taken for measuring point was 135,168. These data
were used for evaluating power density spectra with 32 FFT of
8196 data, 50% overlapping.

The hot-wire probe was traversed at several locations within the
experimental domain shown in Fig. 2. An example of velocity
time traces �x /D=0.1,r /D=0.4� and associated power spectral
density is shown in Fig. 4. At this point the flow is perturbed by
large-amplitude oscillations. From the density spectra a distinct
frequency containing energy at about 220 Hz is detectable. The
corresponding Strouhal number StD= fD /U based on mixing tube
exit diameter D and averaged exit axial velocity U is 0.58.

Similar frequencies were identified in swirling flows by Chao et
al. �6� and Li and Gutmark �7�. They associated these velocity
oscillations to the precessing vortex related to the vortex break-
down phenomenon. Similar features are reported also by other
authors investigating swirling flow burners �8,9�.

In the present investigation the same frequencies have been
detected for all the axial traverses investigated and for most radial
locations. However the energy peak attenuated toward the axis
and was completely suppressed in the region outside the exhaust
swirling jet.

To find typical perturbation propagation speeds, two hot-wire
probes were displaced in space: in the axial direction �same radial
and circumferential positions� and in the circumferential direction
�same radial and axial positions�. Signals from the two probes
were sampled simultaneously and cross-correlated in time.

At r /D=0.4 the propagation speed in the axial direction was
approximately 20 m/s, which is about one-half the mean axial
velocity at the mixing tube exit. This value is fairly close to the
axial phase speed evaluated in the experiments of Panda and

McLaughlin �10� on the instabilities of excited swirling jets.
At x /D=0.1 the two probes were circumferentially displaced of

90 deg as shown in Fig. 5. Auto- and cross-correlations of the
signals according to the following definitions were evaluated at
different radial locations:

Ruu = lim
T→�

1

T�
0

T

u��t�u��t + ��dt

Ruv = lim
T→�

1

T�
0

T

u��t�v��t + ��dt

where u� and v� are the fluctuating signals from the two hot-wire
probes.

Autocorrelation functions show that signal periodicity is con-
served for a large radial extension. Periodicity is attenuated near
the axis �r /D=0.04� and is completely lost outside the jet �r /D
=0.6�. At r /D=0.4 the autocorrelation peak for t=0 is only
slightly larger than the amplitude of the periodic oscillation, indi-
cating a very relevant periodic content compared to the stochastic
part of the signal.

It is interesting to observe that from r /D=0.4 to r /D=0.15 the
time lag between the signals of the two probes evaluated by the
cross-correlation function peak positions was nearly constant and
equal to one-quarter of the fluctuation period �=0.0045 s. That
means the periodic phenomenon observed is a perturbation, which
propagates in a circumferential direction at constant rotational

Fig. 4 Velocity time trace and power spectrum

Fig. 5 Auto- and cross-correlations of signals of probes 1 and
2 at the premixer duct outlet „x /D=0.1…
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speed, covering one revolution during one period of the velocity
fluctuation for all the radial positions. The rotational speed of the
perturbation resulted in �=2� /0.0045=1382 rad/s.

This analysis confirms the precessing nature of the fluctuations.
It establishes also the rationale for the spatial reconstruction of the
periodic flow field from phase-locked velocity distributions de-
tected with a common phase reference signal at different spatial
positions.

Time-Averaged Velocity Distributions. A survey of the time-
averaged distributions precedes the analysis of the time-varying
periodic flow to provide an overall understanding of the flow field.
The time-averaged flow field represents the base on which the
motion of organized flow structures is superimposed.

Figure 6 �on the left� shows the time-averaged axial velocity
distribution in the meridional plane downstream of the mixing
tube exit. The vector plot of the meridional velocities is superim-
posed. The distribution of the axial velocity reveals that the flow
is concentrated in an annular jet confined by two recirculation
zones. Close to the mixing tube exit the jet has large positive
values of axial velocity that gradually decrease with axial coordi-
nate increase. Moving downstream, the jet diverges and the cross
section becomes larger. At the same time, because of turbulent
mixing, the distribution tends to attenuate nonuniformities.

A moderate corner recirculation zone is present between the
external edge of the jet and the flame tube wall, but the most
important feature is the existence of an extended recirculation
zone near the centerline associated with the large tangential mo-
mentum and the sudden jet enlargement in the combustion
chamber.

The superimposed vector plot provides an immediate represen-
tation of the meridional mean flow field. The sudden jet section
enlargement and the two inner and outer separated flow regions
are highlighted. Two couples of vortices can be well identified: the
first one is located in the outer region of the jet in the initial part
of the flame duct, which is typical of abrupt section enlargement;
the second couple is situated at the interface between the jet and
the inner recirculation bubble at x=70 mm. This second couple
seems to separate the ringlike flow into two regions: an upstream
one characterized by the reverse flow leaving the bubble and a
downstream area where the flow enters the bubble moving from
outer diameter toward the duct axis.

The distribution of the time-averaged tangential velocity com-
ponent is shown in Fig. 6 �on the right�. The tangential velocity
component behaves like a Rankine vortex with free vortex distri-
bution in the external region and solid body rotation near the jet
centerline.

Moving downstream the tangential velocities undergo a rapid
decay that can be explained by the divergence of the jet and the
dissipation of the angular momentum because of the turbulent
diffusion action against flow nonuniformities. The decay of the
centrifugal force associated to the tangential velocity represents,
in swirling flows, the main mechanism of flow separation at the
centerline, as explained by Merkle et al. �11�. In the meridional
plane the flow is in equilibrium in the radial direction under the
centrifugal acceleration associated with the swirl �Ct

2 /r� and the
centripetal radial pressure gradient �−�1/����p /�r��. The radial
equilibrium generates a minimum of pressure on the axis. If the
centrifugal force decays in downstream direction, then the radial
pressure gradient also decreases and, consequently, the minimum
of pressure on the axis attenuates, generating a positive gradient
along the axis. If the axial gradient of angular momentum is large
�large swirl number and rapid tangential velocity decay�, then the
flow near the axis separates and a flow recirculation bubble forms.

It is a well-known fact that a recirculation core, obtained by a
swirling ringlike jet, is a flow structure suitable for combustion
chamber applications acting as a fluid-dynamic flame holder. The
recirculation zone must not extend upstream of the premixing duct
exit section to avoid flashback phenomena. The profile of mean
axial velocity shows that the reverse flow zone interests, at the end
of the converging nozzle, a round section with a radius of about
20 mm. That indicates that the recirculating bubble begins within
the premixing duct. Once the bubble reaches the flame duct, it
enlarges quickly up to a diameter of �40 mm, which remains
quite constant through the channel until the end of the investigated
zone, where no trend of closure appears.

Time-Averaged rms of Turbulent and Periodic Fluctuations.
Figure 7 shows the distributions in the meridional plane of the
time-averaged rms of turbulent and periodic fluctuations.

The rms̃�Ca�� distribution indicates that large turbulent fluctua-
tions are placed at the border between the reverse flow zone and
the swirling jet, and maximum values are located in later axial
positions �from x=40 to x=130 mm�. On the other hand, the

rms̃�C̃a−CD a� distribution shows that the intensity of periodic fluc-
tuations in the flow is strong in a region very close to the inlet
section and decreases quickly in axial direction. Downstream x
=100 mm the periodic feature is no longer significant. In this zone
the turbulent fluctuations increase and reach the maximum. On the
axis, within the reverse flow internal core, both rms̃�Ca�� and

rms�C̃a−CD a� values are low.
The rms̃�Cr�� has the same order of magnitude as the mean

Fig. 6 Time-averaged velocity components distributions
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radial velocity component. Two symmetrical maxima for x
=70 mm and r=30 mm are present. Also in the same region,

rms̃�C̃r−CD r� is large. The general behavior of rms̃�C̃r−CD r� indi-
cates that the strongest periodic fluctuations are localized near the
axis at the premix duct exit. Moving downstream, this periodic
unsteadiness remains high on a conical region extending up to x
=100 mm and r=70 mm.

Both periodic and random fluctuations of Ct show high inten-
sity near to the axis, especially in the sections near the mixing
duct exit. The zone of solid body rotation distribution is located
here, where the mean tangential velocity undergoes the maximum
radial gradient, decreasing to zero on the centerline.

Concerning intensity of turbulent and periodic fluctuations, the
axial components are by far the largest, whereas the tangential
ones are the lowest.

Time-Averaged Turbulent and Periodic Shear Stresses.
Time-averaged turbulent and periodic shear stresses have been
evaluated according to the definitions reported in the data-
processing section. A qualitative analysis of the distributions can
be attempted, making reference to the eddy viscosity concept. In

the present paper only the Ca�Cr�
˜ component is considered �Fig. 8�

Fig. 7 Time-averaged rms of turbulent and periodic fluctuations

Fig. 8 Time-averaged turbulent and periodic shear stresses
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�ar = �ra = �Ca�Cr�
˜ = − �T� �C̄a

�r
+

�C̄r

�x
�

Assuming that streamwise variations �� /�x� are smaller than
radial variations �� /�r�, a simplified relationship for �ar can be

obtained �ar�−�T��C̄a /�r�.
Looking at the radial variation of the axial velocity components

�Fig. 6�, one can observe an initial positive radial gradient of the
velocity near the axis that is followed in the external part of the
annular jet by a negative velocity gradient. This distribution ex-
plains the alternating of negative and positive variations of this
shear stress component in radial direction.

The Ca�Cr�
˜ term represents the axial momentum transfer in radial

direction. Its effect on the axial velocity distribution can be un-
derstood, making reference to the turbulent diffusion term in the
axial momentum equation, the most significant contribution
should, in fact, comes from the term −�1/r����r�ra� /�r�. The term

can be evaluated taking the radial gradient of the Ca�Cr�
˜ distribu-

tion �Fig. 8�. Beginning from the axis outward, initially negative
gradients result in positive axial momentum transfer to the flow
near the axis, then positive radial gradients result in negative axial
momentum transfer in the region of the largest jet axial velocity.
Finally, negative radial gradients correspond to a positive axial

momentum transfer to the peripheral region of the jet. Therefore

Ca�Cr�
˜ acts to make uniform the axial flow distribution. The peri-

odic stress component has the same order of magnitude of the
Reynolds stress component, and the distributions are very similar.
Therefore both terms act in a similar way, and the jet mixing is
highly enhanced. However, while turbulence acts with a large
spectrum of fluctuation frequencies, the large-scale motion influ-
ences the whole flow field in an ordered way, which can be dan-
gerous for stability in reactive conditions.

Time Evolution of Ensemble-Averaged Quantities. Figure 9
shows the axial velocity component distribution in the meridional
plane during six sequential phases within the period of the pertur-
bation. Superimposed is the vector plot of meridional velocity.

Considering the axial velocity component at the nondimen-
sional time t /T=0, an intense velocity spot ��60 m/s� is placed
at the beginning of the investigated area in the upper part of the
flow field, near the outer radius of the converging nozzle of the
premixing duct. Increasing the t /T parameter, the spot moves to-
ward larger diameters and, proceeding downstream, progressively
reduces its intensity. For t /T=0.51 a new spot arises in the same
initial section, but in the opposite part of the flow field, behaving
in the same way of the first one, and therefore defining an evident
periodic pattern with a spot release every half period. This veloc-

Fig. 9 Vector plots superimposed to ensemble-averaged axial velocity in the meridional plane
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ity distribution is consistent with a rotating spiral flow structure,
whose intersection with the meridional plane is a high axial ve-
locity spot that appears alternatively in the upper and in the lower
part of the duct and, proceeding downstream, moves to increasing
diameters.

Another relevant feature is that the recirculation bubble loses
the axisymmetric time-averaged configuration, and its deforma-
tion is strongly connected with high-velocity spots in the outer
flow. The region nearby the axis is affected by large oscillations in
velocity: during the period, for a radius between r=20 mm and
r=30 mm, the axial velocity fluctuates from a maximum of
around 30 m/s to a minimum of 12 m/s in the reverse direction.

The vector plots point out the presence of large eddies located
at the border between the jet and the inner reverse flow zone. For
instance, at the nondimensional time t /T=0, three major struc-
tures are clearly recognizable; they are located at about x
=30 mm and r=25 mm, x=65 mm and r=−30 mm, and x
=105 mm and r=40 mm. The two eddies in the upper region of
the channel are rotating clockwise, the one in the lower half plane
is rotating counterclockwise. This peculiar configuration can be
explained by the presence of a spiral vortex core, whose winding
cut by the meridional plane appears as a sequence of vortex cores.
When t /T increases, the eddies move downstream. For t /T
=0.34 one of the two upper eddies has already left the investigated
area, at t /T=0.51 the general flow structure is similar to the one
showed in the distribution at t /T=0, but simply 180 deg turned
around the centerline and the same occurs for next phases.

Another important feature pointed out by the time sequence of
vector plots of Fig. 9 is the close connection between the asym-
metry of the inner separation bubble and the location of the spiral
vortex cores. The presence of the vortex core determines a local
outward radial displacement of the separated bubble contour,
which gives rise to radial oscillations of the separated region and,
consequently, also of the surrounding jet.

Ensemble-Averaged Axial Velocity Distributions in Cross-
Sectional Planes. Figure 10 shows the ensemble-averaged axial
velocity distributions at a fixed time instant for six different cross
sections located in the first part of the investigated region, i.e., in
nondimensional coordinates between x /D=0 and x /D=0.63. The
distributions in cross-sectional planes have been derived from the
time-resolved ensemble-averaged velocity components consider-
ing that the circumferential coordinate and time are directly cor-
related because of the rigid rotation of perturbation, as demon-

strated by the cross correlation analysis �Fig. 5�.
Moving downstream, the inner recirculation bubble enlarges,

whereas the annular jet moves toward increasing diameters and
the external recirculation zone observable in the initial sections
disappears.

Furthermore, the circumferential distribution of the axial com-
ponent in the annular jet shows a high-velocity spot, which, mov-
ing through the six sections, spreads up and reduces its intensity.
The spot’s axial evolution allows one to determine what the spiral
winding enveloping sense is. By following the circumferential
displacement of the high-velocity core in the six sections, it is
possible to find that the helix is formed by windings whose direc-
tion is clockwise and, therefore, opposite to the main flow rota-
tion. Also the central recirculating bubble is not fixed with respect
to the centerline of the exhaust duct, showing an oscillation
strictly connected with the azimuthal motion of the helix.

Vorticity. Thanks to the fine spatial resolution of measure-
ments, the time-varying vorticity was numerically evaluated di-
rectly from the curl of the ensemble-averaged velocity compo-
nents

�̃t =
�C̃r

�x
−

�C̃a

�r

�̃a =
1

r

�

�r
�rC̃t� −

1

r

�C̃r

�	

�̃r =
1

r

�C̃a

�	
−

�C̃t

�x

Tangential Vorticity. The time evolution of the tangential com-
ponent of the vorticity of the time-varying flow field, depicted on
the meridional plane, is shown in Fig. 11. The meridional plane is
approximately divided in two concentric regions of positive and
negative vorticity. The dividing surface is not axisymmetric and
changes with time. The negative vorticity in the inner region is
associated with the shear layer existing between jet and separated
flow zone. The positive vorticity in the external region is associ-
ated with the shear layer between jet and quiescent external flow.

Vorticity associated with the spiral vortex is organized in nuclei
of large negative values. They are shed at the mixing tube exit,
since the forward stagnation point of the inner recirculation zone

Fig. 10 Instantaneous distribution of ensemble-averaged axial velocity in
cross-sectional planes
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is internal to the duct and the spiral vortex is expected to originate
�breakdown point� from the centerline near to the stagnation point,
as demonstrated in the experiment of Brücker �12�.

In practice the positive vorticity annulus seems to be more
stable in time, whereas the negative vorticity starts near the axis
�see, for instance, t /T=0.69�, moves progressively outward �t /T
=0.85, t /T=0.0, t /T=0.17�, and at a certain position �t /T
=0.34, t /T=0.51� it interacts and “cuts” the positive vorticity into
organized loops.

The vorticity peak values are of the order of 4000 s−1, a value
that is one order of magnitude larger than the reference vorticity
based on the maximum tangential velocity and the mixing tube
radius. The vorticity nuclei move downstream with a velocity that
can be calculated from the axial distance �90 mm� traveled in one
period �T=1/ f =1/220 s�. This propagation velocity results in
20 m/s, which is approximately half of the mean axial velocity of
the jet and it is equal to the axial propagation speed previously
evaluated from the cross-correlation of the hot-wire signals.

Axial Vorticity. The distributions of the axial vorticity in the
cross-sectional planes, all represented at t /T=0, are shown in
Fig. 12. The axial vorticity is structured in a positive nucleus near
the center and an external annulus of negative values. The pattern
is not axisymmetric, but displays a clear eccentricity, and rotates
in clockwise direction when the axial distance of the plane from

the mixing tube exit is increased.
Basically, the axial vorticity distribution results from the swirl-

ing flow rotating counterclockwise with positive tangential veloc-
ity Ct. The inner positive vorticity is associated with the forced
vortex distribution �Ct increasing with radius�, while the external
negative annulus is due to the external free vortex distribution �Ct
decreasing with radius�. The asymmetry is due to the periodic
perturbation of the radial distribution of Ct that modifies the free-
vortex and forced-vortex repartition. The radial displacement of
zero tangential velocity determines the occurrence of sporadic
conditions of negative swirling flow near the axis.

The clockwise rotation of eccentricity confirms that the sense of
winding of the spiral is opposite to the mean swirling flow. Some
experimental results for spiral breakdown reported by Lucca-
Negro and O’Doherty �13� indicate that the sense of winding of
spiral is the same as that of the mean flow, whereas other experi-
ments indicate the sense of windings opposite to the mean flow.
Different explanations for this discrepancy are discussed in �13�,
but the problem is still not understood.

Conclusions
The unsteady nonreacting aerodynamics of the large-scale

model of a LPP injector has been investigated by means of con-
stant temperature anemometry and 3D laser-Doppler velocimetry.

Fig. 11 Time evolution of ensemble-averaged tangential vorticity in the meridional plane
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Hot-wire probes provided the spectral characteristics of the un-
steady flow. A well-defined high-energy periodic velocity pertur-
bation was found to affect the swirling flow issued by the injector.
Cross-correlation of the signals demonstrated that the perturbation
rotates with constant angular speed and propagates in a down-
stream direction at half the flow mean axial velocity.

Phase-locked simultaneous 3D LDV velocity measurements
provided the time evolution of the 3D flow field and time-
dependent Reynolds stress distributions. High resolution in space
of the measurements allowed direct evaluation of the time-
dependent vorticity field.

Complementary analysis of ensemble-averaged velocity, turbu-
lence, and vorticity fields provided the basis for the physical ex-
planation of the time-dependent aerodynamics of the injector. The
flow is dominated by a vortex breakdown phenomenon, which
results in a complex flow configuration. An external annular jet
and an extended reverse flow inner region oscillate because of the
interaction with a precessing spiral vortex developing at the inter-
face between jet and separated bubble.

The time-resolved vorticity field demonstrated that the spiral
vortex originates at the centerline within the mixing tube and
propagates downstream in axial and radial directions with a spiral
winding in a sense opposite to the mean swirling flow.

Turbulence is extremely large, and the periodic stresses have
the same magnitude of the turbulent stresses. As a consequence,
the flow-mixing process is strongly enhanced and flow nonunifor-
mities decay rapidly. Unfortunately, while turbulence acts through
a large spectrum of fluctuation frequencies, the large-scale orga-
nized motion influences the whole flow in an ordered way, which
may be dangerous for stability in reacting conditions.

Means for attenuation of aerodynamic instability through modi-
fications of swirler radial distribution are presently under investi-
gation. Future work will focus on the mutual interaction between
the fuel spray and the unsteady air flow, since this mechanism is
expected to have significant influence on burner aerodynamic in-
stabilities.
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Nomenclature
C 
 velocity
D 
 mixing tube exit diameter
f 
 frequency
p 
 static pressure
r 
 radial coordinate

R1 ,R2 
 autocorrelation of signal 1 or 2
R12 
 crosscorrelation of signals 1 and 2

t 
 time
T 
 period
x 
 axial coordinate at the mixing tube exit
� 
 density

� 
 vorticity

Subscripts
a 
 in the axial direction
r 
 in the radial direction
t 
 in the tangential direction

Superscripts and Overbars
� 
 fluctuating component

— 
 time averaged
� 
 ensemble averaged
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Towards Modeling Lean Blow Out
in Gas Turbine Flameholder
Applications
The objective of this study was to assess the accuracy of the large-eddy simulation (LES)
methodology, with a simple combustion closure based on equilibrium chemistry, for simu-
lating turbulent reacting flows behind a bluff body flameholder. Specifically, the variation
in recirculation zone length with change in equivalence ratio was calculated and com-
pared to experimental measurements. It was found that the present LES modeling ap-
proach can reproduce this variation accurately. However, it understated the recirculation
zone length at the stoichiometric condition. The approach was assessed at the lean blow
out condition to evaluate its behavior at the lean limit and to analyze the physics of
combustion instability. �DOI: 10.1115/1.2032450�

Introduction
As modern combustion system designs evolved, they have

pushed the envelope on operability, durability, and fuel efficiency.
Additionally, pollutant emissions requirements are becoming in-
creasingly stringent. Emissions and combustion dynamics are in-
timately related to each other due to the dynamic nature of fuel-air
mixing and combustion. For example, low oxides of nitrogen
�NOx� emissions can be achieved by making the fuel-air mixture
very lean. However, as the equivalence ratio approaches the lean
flammability limit, undesirable dynamics begin to occur. Further-
more, as the equivalence ratio is decreased and approaches the
lean flammability limit, the CO emissions first decrease, and then
suddenly increase exponentially �see, for example, Ref. �1��. Lo-
cal flame quenching and formation of unburnt hydrocarbons
�UHC� can also occur in the very lean limit. These phenomena
�observed in both liquid- and gaseous-fueled gas turbine combus-
tors� can be followed by combustion instability during which the
flame undergoes rapid oscillations and eventually blows out com-
pletely. This process is often called “lean blow out” �LBO�. Un-
derstanding and predicting LBO is important for achieving fuel-
efficient, stable, and low-emissions gas turbine combustion
systems.

In gas turbine combustion systems, flame stabilization is often
achieved through the use of recirculation zones created by flame-
holders to provide a continuous ignition source, facilitating the
mixing of hot combustion products with the incoming fuel and air
mixture. Bluff bodies, swirl vanes, rearward facing steps, and
cavities are commonly employed to establish the recirculation
zones for flameholding. Each method creates a low-velocity zone
of sufficient residence time and turbulence levels such that the
combustion process becomes self-sustaining. The present study is
focused on the bluff-body flameholders. The aim of this ongoing
study is to achieve a predictive capability in understanding the
complex coupling between turbulence, chemistry, and heat release

in the bluff-body flameholder wake flows, and eventually in un-
derstanding the mechanisms through which LBO is created.

One approach to improve the accuracy of simulating the bluff
body fluid dynamics is to employ large-eddy simulation �LES�.
LES lies between the extremes of direct numerical simulation
�DNS� and Reynolds-averaged Navier-Stokes simulation �RANS�,
using modified Navier-stokes equations in which eddies smaller
than grid spacing are eliminated by low-pass filtering while their
effects on the resolved motions are provided by subgrid-scale
�SGS� models. RANS also solves modified Navier-stokes equa-
tions in a similar form as used in LES. However, the physical
significance of the flow variables involved in the governing equa-
tions is significantly different between two methodologies. The
difference is typically parametrized by a modeled turbulence
length scale which is related to the grid size for LES, and to the
integral flow scale for RANS. Therefore, in LES the modeled
portion of turbulence scales decrease with finer numerical meshes
and, eventually, LES can be converted to DNS if the numerical
mesh becomes fine enough to resolve the Kolmogorov length
scale. On the other hand, in RANS the whole range of turbulence
scales are modeled regardless of the numerical mesh resolution
used. Therefore, the accuracy of RANS will remain limited even
with increased mesh resolution. DNS simulations are impractical
at the high Reynolds numbers characterizing gas turbine engine
combustion environments. However, with today’s computer pro-
cessor speeds and modeling technology progress, LES simulations
are becoming more feasible, with analysis resource and time re-
quirements within the same order of magnitude as steady RANS
simulations.

It will be shown in this paper that the steady RANS approach is
not capable of accurately calculating the unsteady flow field gen-
erated by the bluff body flameholders, and the utilization of LES
significantly improves the modeling accuracy. It will be also dem-
onstrated that one of the most commonly used industrial turbulent
combustion models can be extended to work with LES, and the
resulting fluid and combustion dynamics agree well with experi-
mental data.

In the following section, the present LES modeling approach
will be described. This will be followed by the discussion on
turbulent combustion models. First, turbulent combustion model-
ing will be briefly discussed in general. Then the specific models
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employed in this study will be presented. The test case description
and results of nonreacting and reacting simulations will follow.
This paper will conclude by discussing the physics observed in the
simulations.

Aero Modeling Approach

LES Modeling. Since the fluid dynamics at the combustion
lean limit is highly transient, it is clear that the numerical meth-
odology utilized to simulate this phenomenon must be able to
accurately capture the unsteady features in both space and time.
At present, LES appears to be a viable approach to tackle this
problem. Some noteworthy examples of the potential of LES in
the gas turbine engine applications can be found in recent papers
by Black and Smith �2�, Cook et al. �3�, Grinstein and Fureby �4�,
Kim and Syed �5�, Mahesh et al. �6�, Pitsch �7�, Stone and Menon
�8�, and Wang et al. �9�.

In the present study, the one-equation LES model of Kim and
Menon �10� was adopted to achieve the required modeling accu-
racy for unsteady simulation. The one-equation model, based on
the subgrid-scale kinetic energy, is well suited for high-Reynolds
number flow simulations because it does not assume local equi-
librium between energy production and dissipation in the subgrid.
Fureby et al. �11� demonstrated that the grid resolution require-
ment of this model is lower relative to most algebraic models.
Furthermore, this model provides local subgrid turbulence inten-
sity information which is needed for most turbulent combustion
models with higher fidelity by solving a transport equation instead
of estimating with an algebraic relation. Therefore, it is considered
a preferred model for reacting flow applications.

Solver Numerics. The aerodynamics was modeled by solving
conservation equations for mass, momentum, and energy using
Pratt & Whitney’s proprietary CFD flow solver, Allstar. Allstar is
a derivative of the National Combustion Code �12�, utilizing its
unstructured data-structure. Allstar supports unstructured meshes
of various shapes including hexahedrals, tetrahedrals, prisms,
pyramids, quadrilaterals, and triangles. A standard k-� RANS ver-
sion of Allstar has been described in detail by Malecki et al. �13�
and application of this tool to combustor design has been demon-
strated by Snyder et al. �14�.

The flow solver is based on a pressure-based, finite-volume
algorithm that discretizes the conservative form of the governing
equations using second-order accurate cell-centered differencing.
Temporal differencing is also second-order accurate. For the con-
tinuity equation, control-volume face mass fluxes are constructed
using the momentum-weighted interpolation of Rhie and Chow
�15�. Transport equations are solved individually using an alge-
braic multigrid �AMG� matrix inverter for pressure, energy, and
species, and a conjugate-gradient matrix inverter for all other
quantities. A two-step pressure-correction procedure couples the
momentum and continuity equations. The solver is parallelized for
optimal performance on distributed computing infrastructures.

The numerics in Allstar have been modified for LES to ensure
that the numerical dissipation does not contaminate the physical
dissipation calculated by the subgrid-scale turbulence model. The
overall order of accuracy of the Allstar code was tested using the
Taylor-Green vortex problem, which is an exact closed-form so-
lution of two-dimensional, incompressible Navier-Stokes equa-
tions. The maximum errors between analytical solutions and nu-
merical results are shown in Fig. 1 for three different grid
resolutions. The error curve has a slope of 2.0, indicating that the
improved Allstar numerics are second-order accurate. A contour
plot of the horizontal velocity component, with velocity vectors
superimposed, at the time the error was calculated is also shown
in the figure.

The present LES code has been validated against experimental
data for various applications. It was observed that LES consis-
tently produced significant improvement over standard k-� RANS
for those applications. A detailed description of the validations is

omitted here for brevity. The LES code was further validated in
the present study by comparing the results with both non-reacting
and reacting experimental data of a bluff body flameholder flow.

Combustion Modeling Approach
In turbulent combustion systems, the details of flame structure

can be substantially different depending upon the local turbulence
level. The Borghi diagram is typically used to show that depend-
ing upon the turbulence intensity and characteristic length scale,
the flame structure can change from the corrugated flamelet, to the
thin reaction zone, to the broken reaction zone regimes �16�. All
these regimes may co-exist in gas turbine engine combustion.
Many gas turbine combustion systems operate in the thin-reaction
zone regime when it is operating in the lean but stable condition.
However, when the equivalence ratio is decreased for a given flow
condition, the flame structure quickly shifts to the broken reaction
zone regime, and the classical premixed flame structure is no
longer present. From a turbulent combustion modeling perspec-
tive, the implication of this shift has been discussed by various
authors �e.g., Kim and Menon �17�, Duchamp de Lageneste and
Pitsch �18�, Menon �19��.

At the lean combustion limit, local flame quenching can occur
since such flames have a very low tolerance for aerodynamic
stretching caused by high intensity turbulence. Local extinction
can lead to combustion instabilities, which in turn can lead to
global extinction and LBO. Clearly, accurate modeling of very
lean combustion requires that these dynamic features must be cap-
tured. Since these phenomena occur under conditions where clas-
sical flame structure is lost, it is clear that this type of combusting
flow field cannot be easily addressed by an ad hoc extension of
models that work reasonably in the other regimes of combustion.
Therefore, a more comprehensive modeling approach is required
to model LBO, and LES has high potential to contribute in this
regard. In the following section, a general turbulent combustion
modeling strategy for LES will be briefly discussed, and will be
followed by the description of the model utilized in the present
study.

Turbulent Combustion Modeling. A complete turbulent com-
bustion model for LES of gas turbine engine combustion systems
is made up of four component parts: a turbulent mixing model, a
chemical reaction model, a turbulence-chemistry interaction
model, and a time-accurate fuel spray dynamics model. Based on
this categorization, Fig. 2 categorizes existing submodels span-
ning from the most commonly used models in industry to the
state-of-the-art academic models. For brevity, detailed discussions
on the individual models are omitted here. Instead, the reader is
referred to the books by Poinsot and Veynante �20� and Peters
�21�, or the review article by Candel et al. �22�. As illustrated in
the figure, all the component parts interact with each other in a
complicated manner. For accuracy, it is desirable to use the turbu-
lent combustion model which integrates the most advanced model
from each component part. However, this is not practical for the
complicated flow fields of engineering interest due to lack of ma-
turity of the more advanced models, and their higher computa-

Fig. 1 Test using Taylor-Green vortex demonstrated that the
Allstar code has second order of accuracy
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tional expense. Nevertheless, adaptation of LES methodology for
reacting turbulent flow analysis may still be desirable since LES
can provide significantly higher accuracy compared to RANS,
even with a similar turbulent combustion model. A simple turbu-
lent combustion model such as the eddy breakup �EBU� model by
Magnussen-Hjertager �23� may provide reasonable accuracy
within an LES framework under certain conditions �i.e., if turbu-
lent mixing can be identified as the controlling process�. The ob-
jective of this work was to evaluate such an engineering LES
model for a gas turbine engine flameholder application.

In this effort, the modeling was further simplified by restricting
the test case to pure gaseous premixed combustion in order to
isolate the combustion and heat release issues from fuel-air mix-
ing and spray issues. Therefore, the turbulent combustion model
used in the present study was composed of three parts: LES tur-
bulence model, EBU turbulence-chemistry interaction model, and
an infinite-rate reaction and equilibrium temperature model. The
latter two components were chosen to be widely used industrial
models for RANS simulations. Therefore, any improvement
achieved by the present modeling will be attributable to the LES
turbulence model. Eventually, all the component models will be
replaced with more advanced models. Therefore, the present study
is the first step towards achieving high-fidelity prediction capabil-
ity of the combustion instability. The details of the turbulent com-
bustion models used in this study are discussed below.

EBU Model. The chemistry was simplified by assuming the
instantaneous attainment of “equilibrium” conditions, based on
the simplified irreversible reaction between fuel and oxidizer O2:

Fuel + sO2 → �1 + s�Prod,

where s is the stoichiometric coefficient. In the EBU model, the
reaction rate is based upon turbulent mixing, and the assumption
of infinitely fast chemistry. The turbulent mean reaction rate is
expressed as

�̄̇ = �̄�
�

k
Min�ỸFuel,

1

s
ỸO2

,
�

s + 1
ỸProd� ,

where �̄, ỸFuel, ỸO2
, ỸProd are the mean density, the mean fuel,

oxidizer, and product mass fractions, respectively. k and � are the
turbulent kinetic energy and its dissipation rate, and � and � are
the EBU model constants. In the present LES model, k is solved
from a transport equation and � is algebraically estimated using k
and the local grid size �10�.

EDC Extinction Model. The baseline EBU model was refined
by incorporating the extinction model based on the eddy dissipa-
tion concept �EDC� of Magnussen �24�. The extinction model

turns off reaction if there exist turbulent eddies whose scales are
small enough to disturb the flame reaction zone structures, i.e., the
characteristic turbulence time scale is smaller than the character-
istic chemical time scale, as described by Gran et al. �25�. The
characteristic turbulence time scale is related to the Kolmogorov
time scale by

�turb = CK��/��1/2,

where � denotes the kinematic viscosity and CK is the proportion-
ality constant. The characteristic chemical time ��chem� is assigned
to be the extinction time of a perfectly stirred reactor �PSR�, as
computed using a modified version of a reactor code �26� and an
internally developed, detailed reaction mechanism for propane.
This modification to the EBU model leads to a more realistic
simulation of the flame front location because �chem includes de-
tailed kinetic information.

The originally suggested value for CK was 0.41 �24�. However,
after close examination of the EBU and EDC models, it was found
that the mixing time scale used in both models was defined incon-
sistently. If a consistent definition is applied, the constant should
be CK=0.82. This new constant results in less extinction than the
original one. In our experience, the new constant provides a more
realistic flame front location. Similarly, Kjaldman et al. �27� have
reported an overestimation of extinction with CK=0.41. The
modified constant was used for the present study.

Equilibrium Temperature Model. Temperature was deter-
mined using a pregenerated table lookup method. The temperature
was tabulated using the NASA enthalpy-temperature relationship
�28�. Since thermal coefficients for fuel, O2 and N2 are readily
available, the main issue in the preprocessing step is to determine
the artificial product coefficients as a function of equivalence ra-
tio. Thermal coefficients �in NASA format� were determined for
the artificial product species at each fuel-air ratio. Then, the ther-
mal coefficients were fitted as a function of the fuel-air ratio and
stored in a data file for access by the Allstar solver for enthalpy
and temperature computations. Absolute errors using this ap-
proach were previously demonstrated to be small �13�.

Extension of EBU Model to Premixed Combustion. The
EBU model was originally devised to solve mixing-limited com-
bustion systems and, by its nature, allows chemical reaction even
with an infinitesimal temperature rise �i.e., infinitesimal introduc-
tion of product�. To elaborate, the integration of the product spe-
cies equation with the EBU reaction rate source term shows that,
in the case of a premixed flame in a one-dimensional duct, the
Favre-averaged mean product mass fraction in the region of the
flame front can be approximated as

ỸProd � exp��

k

L

Ũ
� ,

where Ũ is the Favre-averaged mean velocity. This exponential
growth often leads to nonphysical flashback in premixed flame
calculations, driven by numerical diffusion. The EDC extinction
model cannot control this problem since it was not designed to
extinguish flames in free streams.

The standard approach for implementing the EBU model in
commercial CFD codes is to couple it with a laminar global com-
bustion mechanism by selecting the minimum between EBU and
laminar rate �e.g., Ref. �29��. However, the global combustion
mechanism often requires tailoring, and has the potential to alter
the turbulent combustion flame front in a nonphysical manner.

Utilizing the notion that specifying a minimum temperature for
combustion is equivalent to specifying a maximum local chemical
time for reaction to occur, the present study directly utilizes the
characteristic chemical time scales to prevent nonphysical flash-
back behavior. The limiting maximum reaction time was set by

Fig. 2 Four component parts of turbulent combustion model
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��chem�burnt
0.8 ,

where ��chem�burnt denotes the equivalent PSR chemical time scale
at the fully burnt temperature. The effect of this correction is to
limit combustion to regions of the flow where back mixing of
combustion products is able to sufficiently raise the reactant tem-
peratures �and subsequently lower the characteristic chemical time
scale�. Nonphysical flashback is thus eliminated. The exponent of
0.8 was chosen to ensure that the limiting reaction time scale lies
between the characteristic chemical time scales of the unburned
mixture and the burnt product throughout the range of lean and
rich blow out equivalence ratios. Testing has shown that results
are not very sensitive to the exponent selection. Nevertheless, the
extension of this expression to broad range of inlet temperatures
and pressures should be investigated.

Errors Involved With Equilibrium Chemistry. Combustion
blowout is a highly transient phenomenon. Its unsteady nature is
also very sensitive to aerodynamic and thermodynamic condi-
tions. For instance, blowout is generally abrupt and represents a
competition between fluid mixing and nonlinear chemistry. There-
fore, in order to achieve an accurate simulation of blowout, finite-
rate chemistry, utilizing detailed mechanisms, should be incorpo-
rated. In fact, most advanced turbulent combustion models require
the calculation of detailed �or reduced� chemical mechanisms dur-
ing the CFD calculations. Those advanced models include the
unsteady flamelet model �7�, the linear-eddy model �LEM� �19�,
and the probability density function �PDF� transport equation
model �30�.

As discussed earlier, the combustion model used in this study is
based on simplified equilibrium chemistry. Therefore, a certain
degree of error is unavoidable in the prediction. The simulation
errors were qualitatively assessed by evaluating the nonequilib-
rium levels of chemical reactions near limiting lean and rich con-
ditions as well as at the stoichiometric condition. Figure 3 shows
the results of the plug flow reactor �PFR� calculations which are
normalized to final temperatures. The PFR calculations could not
be carried out with propane at 300 K because the ignition delay
times are infinity at this temperature. Thus, the PSR code was first
run using propane and air, with reactants initially at 300 K and for
a residence time just exceeding the PSR extinction time. Using the
PSR exit conditions as the starting conditions for a PFR, the PFR
code was run with the time reset to be zero. The normalized tem-
peratures in Fig. 3 illustrate that to get from the initial reaction
condition to 95% of equilibrium, it takes the stoichiometric case
more than ten times longer than for the rich case and about four
times longer than the fuel lean case. For the particular combustor
which was considered in this study, the time scale involved with
the longitudinal acoustic mode of the combustor was about 3 ms.
Therefore, the nonequilibrium time scale of chemical reactions at

the stoichiometric condition is not small compared with this larg-
est time scale associated with the chamber acoustic modes. �It will
be shown later that this longitudinal mode has a significant impact
on the reacting flows.� On the other hand, the nonequilibrium
chemical time scales near limiting lean and rich conditions are at
least one order of magnitude smaller than the time scale of the
longitudinal acoustic mode. This result is contrary to intuition and
requires explanation. For virtually all conditions, many radicals
�e.g., OH, H, O, etc.� as well as CO and H2 overshoot equilibrium
and it takes time to relax them to equilibrium. The problem is
accentuated for the stoichiometric case because superequilibrium
levels are largest, and because the reverse reactions, e.g., CO2
+H=CO+OH are the fastest and inhibit approach to equilibrium.
The net result is that the equilibrium assumption overstates the
“instantaneous” density rise across the flame front, and the error is
greatest for the stoichiometric conditions.

Test Case Description
The triangular-shape bluff-body flameholder experiments car-

ried out by Fujii et al. for cold flows �31� and reacting flows �32�
were selected as the test case. This test case was chosen for the
following four reasons:

• The test rig geometry and flow field conditions for the ex-
periments were well defined. Simulating the proper geom-
etry and flow conditions is very important for unsteady
flows behind bluff bodies because these flows are associated
with severe pressure gradients, separation and recirculation,
all of which are extremely sensitive to those details.

• The test measurements were extensive. The flow configura-
tions included both nonreacting and reacting cases, and the
reacting case covered a complete range of equivalence ratio
conditions from lean blowout to rich blowout.

• Various quantities which are useful in characterizing the
fluid dynamics aspect of the flame blowout process were
measured. Those quantities include mean velocities, turbu-
lent fluctuations, static pressures, and mass exchange rates.

• Because of the complexity of the physics being addressed in
this study, model flameholders with simplified geometry
such as the present test case are extremely useful because
the first-order physics which leads the combustion blowout
can be isolated from other secondary effects.

Experiments were carried out in an open circuit, forced flow
type wind tunnel. The model combustor had a test section consist-
ing of a 50�50 mm straight duct in which a two-dimensional
flameholder was installed. The flameholder had an equilateral tri-
angular rod with base height, B=25 mm. A schematic diagram of
the bluff body flameholder is depicted in Fig. 4. The combustor
had a length of 305 mm in the axial direction. Air or homoge-
neous propane-air mixture was blown through a nearly 100:1 con-
traction in a settling chamber before it entered the combustor. A
two-dimensional velocity profile with magnitude of about
10 m/sec was maintained at the combustor inlet. The Reynolds
number based on the hydraulic diameter of the combustor was
410,000. The turbulence intensity level was about 2% of the mean
velocity magnitude.

Fig. 3 Combined PSR-PFR test indicates that chemical reac-
tion at the stoichiometric condition has the most nonequilib-
rium nature

Fig. 4 Schematic of the bluff body flameholder
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An unstructured tetrahedral mesh with prism layers was used
for the present study. The mesh contained 1.6 million elements.
The same grid was used for the nonreacting and reacting simula-
tions. Fine-resolution, uniform tetrahedral meshes were used in
the near-field wake zone, which is the most critical location for
capturing both the unsteady aerodynamics and the flame instabili-
ties. This fine mesh region was extended from just before the
flame holder point to six base heights �B� downstream. The rest of
the domain used tetrahedrals, which had two times the edge length
of that used in the fine region. The grid resolution and arrange-
ment were determined based on our previous experience with
similar configurations.

The measured velocity and turbulent fluctuations were imposed
at the inlet of the computational domain. The mass flow rate at the
inlet and the pressure at the exit were fixed, so that flow and flame
unsteadiness should be created only by instabilities inside the
combustor. Various equivalence ratio conditions �	� have been
tested in the experiment and seven different equivalence ratios
�	=0.0, 0.52, 0.6, 0.7, 1.0, 1.4, 1.62� were chosen for the present
study.

Results and Discussion

Nonreacting LES. Since the flame blowout characteristics of
bluff bodies are largely determined by the aerodynamics of the
flow around the body, it is worthwhile to investigate the aerody-
namics under nonreacting conditions where data for the distribu-
tions of mean velocities, turbulent characteristics, static pressures,
and mass exchange rates are available. Both the Allstar-LES code
and the Allstar-RANS code based on k-� model were applied to
simulate the nonreacting flow using the same computational mesh.
The LES simulation required additional time stepping with
smaller time step to collect statistical samples for time averaging
after initial transient states were washed out. Due to these addi-
tional procedures, the overall computational cost of the LES simu-
lation was about five times higher than that of the RANS simula-
tions. Typical comparisons between LES, RANS, and data are
presented below.

Figure 5 shows the time-averaged axial velocity flow fields cal-
culated by LES and RANS models. Note that only the near wake
region is shown here. There is a significant difference between

two numerical solutions. The LES results show the recirculation
length to be about half of what the RANS results show. The in-
stantaneous velocity fields �not shown here� clearly demonstrated
that the LES calculation captured the time-dependent asymmetric
von Karman vortex shedding. As a result of the rapid mixing by
the unsteady coherent vortices, the time mean length of the recir-
culation zone was reduced in the LES simulation. The resulting
Strouhal number, based on the flow speed at the flameholder lip,
was 0.2 which agrees with the experimental observation by
Twigge-Molecey and Baines �33�.

Figure 5 also shows a comparison of the mean axial velocity
along the centerline of the combustor. The comparison confirms
that the LES model provided superior agreement with data. This
improvement is mostly attributable to the ability of the LES model
to capture the inherently unsteady vortex shedding in this flow
field. Large-scale vortex shedding is a highly flow-dependent phe-
nomenon that cannot be captured through conventional steady
RANS modeling approaches.

The improved accuracy of the LES model is also seen in the
comparison of the axial distribution of the normalized reverse
flow rate �Mr /Mt� as shown in Fig. 6. Here, Mr and Mt represent
the integrated reverse and total flow rates, respectively. This pa-
rameter is indicative of the recirculation strength. Both the maxi-
mum reverse flow point and the maximum value of the reversed
mass flow rate were accurately calculated in the LES model. On
the other hand, the steady RANS model missed both.

Figure 7 shows the comparison of the axial distribution of tur-
bulent kinetic energy at four different normal locations �Y /B
=0.0, 0.2, 0.5, 0.6�. It is observed that the LES model has better
agreement with data than the steady RANS model. The LES re-
sults show slightly lower turbulence within the first base height of
the bluff body. This suggests that the von Karman vortex shedding
was a little delayed in the LES simulation.

Reacting LES. The reacting simulations were carried out using
the same numerical methodology and mesh utilized for the non-
reacting simulation. Therefore, any changes in fluid dynamics can
be attributed to the heat release from the combustion model de-
scribed earlier. The effects of combustion on the mean flow be-
hind the flameholder are illustrated in Fig. 8, which shows the
comparison of the time-averaged velocity field �depicted by the
velocity vector arrows superimposed with the axial velocity con-
tours� and the time-averaged temperature field. Three different
combustion conditions are compared: nonreacting, and lean and
stoichiometric combustion. The aerodynamics inside the recircu-
lation zone is quite different between the nonreacting case and the
reacting cases. In the nonreacting case, the flow recirculation is
much more pronounced in the second half of the recirculation
zone. In both reacting cases, the flows are strongly recirculating
throughout the entire length of the recirculation zone, with the
maximum reverse flow point located at �30% of the recirculation
zone length from the flameholder base. In the nonreacting case,

Fig. 5 Time-averaged axial velocity flow fields calculated by
LES and RANS models; comparison of the mean axial velocity
along the centerline of the combustor

Fig. 6 Comparison of the axial distribution of the normalized
reverse flow rate
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this maximum reverse flow point is located at �60% of the recir-
culation zone length from the flameholder base. Even though the
flow reversal is stronger in the reacting cases, the maximum value
of reverse mass flow rate is smaller compared to the nonreacting
case since the density in the recirculation zone is significantly
lower in the reacting cases.

Comparing the nonreacting case and the lean combustion case
�	=0.7�, it is evident that combustion extended the recirculation
region further downstream. It was observed that in the instanta-
neous flow fields �not shown here� the asymmetric von Karman
shedding of coherent vortices no longer exists in the reacting case.
Therefore, the reacting case does not possess any large-scale mix-
ing mechanisms which typically reduce the recirculation zone

length. Mehta and Soteriou �34� attributed this absence of asym-
metric von Karman shedding for reacting conditions to the dilata-
tion effect of the heat release. They also found that baroclinic
vorticity augments the impact of dilatation, but its effect is
secondary.

The recirculation length difference between two reacting cases
�	=0.7 and 1.0� shown in Fig. 8 can be attributed to the different
levels of the volumetric expansion due to heat release. The vol-
ume expansion increases the velocity along the flow direction, and
thus shrinks the recirculation zone. Since heat release is the great-
est near the stoichiometric condition, the recirculation length is
correspondingly the smallest.

Analyzing the instantaneous flame response to the aerodynam-
ics �results are not shown here�, the current combustion modeling
approach yielded a more gradual response to turbulent eddy mo-
tions compared to a flame tracking technique based on the
G-equation model �e.g., Ref. �35��. In the G-equation model, the
flame is viewed as an infinitely thin propagating surface defined
by the isolevels of G where aerodynamic convection and flame
burning are balanced. The G equation includes a source term
based on turbulent flame speed. Therefore, the flame surface rep-
resented by an isolevel of G can respond more directly to local
turbulent fluctuations.

Figure 9 shows the comparison of the mean axial velocity dis-
tribution at the combustor centerline for three different combus-
tion conditions: 	=0.6, 1.0, and 1.4. The agreement is reasonably
good between the LES calculation and experimental data, except
at the stoichiometric condition. This shortcoming of the model
will be discussed later. It is also notable that the LES model
showed better agreement with measurements at the lean condition
than it did at the rich condition.

Figure 10 summarizes the comparison between the simulated
and experimental recirculation zone lengths. The mean recircula-
tion zone is defined as the region where the mean axial velocity is
negative. Physically, its length is related to the degree of unsteady
asymmetric vortex shedding �nonreacting case�, or gas expansion
by combustion heat release �reacting case�. One focus of the
present study was to assess the accuracy of the LES model for
calculating the recirculation zone length variation with respect to
the change in equivalence ratio. The experiment observed a
bucket shape curve of recirculation zone length, with the mini-
mum near the stoichiometric condition. Either leaner or richer fuel

Fig. 7 Comparison of the axial profiles of turbulent kinetic energy at four different nor-
mal locations

Fig. 8 Comparison of the time-averaged velocity field „de-
picted by the velocity vector arrows superimposed with the
axial velocity contours… and the time-averaged temperature
field at three different equivalence ratios „�=0.0, 0.7, and 1.4…
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condition enlarges the recirculation zone almost linearly until
blow out. Once the flame blows out, the recirculation zone length
drops to the size of the nonreacting case, which is smaller than the
minimum reacting recirculation zone length. The present LES re-
sults also show the same variation with the equivalence ratio

change. The comparison is outstanding at both the lean and rich
conditions. However, the current LES model understates the recir-
culation zone length at the stoichiometric condition. This miss can
be partly attributed to the errors involved with the equilibrium
chemistry assumption. As was discussed in the combustion mod-
eling section, this test case exhibits the most nonequilibrium
chemistry nature at the stoichiometric condition.

It is encouraging that the present numerical model predicted the
lean blow out at the same equivalence ratio, 	=0.52, as observed
in the experiment. The transient behavior of the flame detaching
from the flameholder, and convecting downstream before com-
pletely blowing out is shown in Fig. 11. The figure depicts the
temperature field behind the flameholder at a sequence of different
times. The occurrence of lean blow out may be sensitive to initial
conditions. However, it is observed that, in this particular case, the
lean blow out occurred at the same equivalence ratio regardless of
any initial conditions used. The figure shows the case where the
combustion was first stabilized with a higher equivalence ratio,
	=0.55. At this higher equivalence ratio, a fairly uniform sym-
metric shedding was observed as shown at t= t1. Then, the equiva-
lence ratio and the burnt product temperature were instantly low-
ered to the lean blow out condition. The time period shown in the
figure includes about two cycles of pressure oscillations which are
equivalent to a physical time of 5.7 ms. The pressure at the lip of
the flameholder reaches a maximum just before t3. At this time, a
pair of counter-rotating vortices is shed simultaneously from both
corners of the flameholder. These vortices have different strength.
Thus, the temperature field is not symmetric. As the vortices are
convected downstream, the flame becomes stretched and strained,
and eventually is broken up. Just before t7, the pressure peaks
again triggering another vortex pair. By this time, the upper wake
region immediately behind the flameholder is completely occu-

Fig. 12 Instantaneous temperature field at the rich blow out
condition

Fig. 9 Comparison of the mean axial velocity distribution at
the combustor centerline with three different equivalence ra-
tios „�=0.6, 1.0, and 1.4…

Fig. 10 Comparison between LES results and experimental
data of the recirculation zone length as a function of equiva-
lence ratio

Fig. 11 Time sequence of instantaneous temperature fields at
the lean blow out condition

46 / Vol. 128, JANUARY 2006 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



pied by cold unburned mixture. The newly generated vortex pair
accelerates the cold unburnt mixture into the entire recirculation
zone, and finally, the flame is blown out.

Rich blow out also was calculated to be at the same equivalence
ratio, 	=1.62, as observed in the experiment. Figure 12 shows the
instantaneous temperature field just before the flame blows out.
The flame structure is similar to the one observed at lean blow
out, but with a higher product temperature.

Figure 13 shows Fourier transformation of the normalized com-
bustor pressure. Four different equivalence ratio cases are shown,
including the nonreacting case. The probe is located outside of the
recirculation, two base heights downstream from the flameholder
base, and 0.6 base heights above the combustor centerline.

In the nonreacting case, a pronounced frequency of 170 Hz is
observed. The corresponding Strouhal number based on the flame-
holder lip flow velocity is 0.2, suggesting that this mode corre-
sponds to von Karman shedding. The experiment also observed an
excitation at almost the same frequency. The second excitation is
observed at the frequency of 270 Hz. This mode corresponds to
the most unstable longitudinal mode based on the computational
domain used. Even though the computational domain was arbi-
trarily extended in the axial direction �approximately by a factor
of 2�, the shifted longitudinal mode is still separated from the
vortex shedding mode. Some harmonic mode excitations can also
be observed.

At the lean, stable combustion condition, 	=0.7, the amplitude
of the excitation is almost negligible at all frequencies. At the
stoichiometric condition, an amplitude peak is observed at 340
Hz. It is relatively broad, suggesting that the pressure oscillations
are somewhat irregular. This mode corresponds to the longitudinal
mode changed by the elevated temperature. Symmetric shedding
is observed in this fuel condition with the frequency at 340 Hz.
This result suggests that, in this particular case, the frequency of
the symmetric shedding is synchronized by the longitudinal mode.
At the lean blow out condition, the amplitude of the fluctuations
was significantly increased compared to those at all other equiva-
lence ratios. A peak is observed at the 340 Hz. Again this mode
corresponds to the longitudinal pressure oscillation as well as the
symmetric shedding.

Conclusions
Large-eddy simulation using a simple combustion closure based

on the Magnussen model demonstrated promise in calculating a
bluff body wake flow at both nonreacting and premixed, reacting
conditions. It was shown that the recirculation zone length varia-
tion with varying equivalence ratio could be accurately calculated
with the present LES model, although it showed some deviation
from data at the stoichiometric condition. This deviation seemed
to be due to the strong nonequilibrium nature of chemistry at that
particular condition. The present LES model also demonstrated
potential to predict lean blow out. LES represents a flexible mod-
eling approach; it can provide continuously improving fidelity up
to direct numerical simulation as available computational re-
sources increase, and with different approximations representing
various levels of scale resolution between RANS and DNS. This
paper demonstrated the potential of this LES + simple combustion
modeling approach for simulating of turbulent reacting flows be-
hind a bluff body flameholder. While the results of this study are
encouraging, and the benefits of LES are clear, it is also clear that
more advanced turbulent combustion models are necessary to ac-
curately capture the unsteady flame dynamics behind bluff body
flameholders.
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An Integrated Fault Diagnostics
Model Using Genetic Algorithm
and Neural Networks
This paper presents the development of an integrated fault diagnostics model for identi-
fying shifts in component performance and sensor faults using the Genetic Algorithm and
Artificial Neural Network. The diagnostics model operates in two distinct stages. The first
stage uses response surfaces for computing objective functions to increase the explora-
tion potential of the search space while easing the computational burden. The second
stage uses the concept of a hybrid diagnostics model in which a nested neural network is
used with genetic algorithm to form a hybrid diagnostics model. The nested neural
network functions as a pre-processor or filter to reduce the number of fault classes to be
explored by the genetic algorithm based diagnostics model. The hybrid model improves
the accuracy, reliability, and consistency of the results obtained. In addition significant
improvements in the total run time have also been observed. The advanced cycle Inter-
cooled Recuperated WR21 engine has been used as the test engine for implementing the
diagnostics model. �DOI: 10.1115/1.1995771�

Introduction
It is a commonly known fact that engine condition monitoring

is an effective but complex way to improve safety and reduce
operating and maintenance costs of gas turbines. Engine health
monitoring systems have become increasingly important in recent
years due to the development of engines with improved power to
weight ratios. Additionally, the need to show enhanced reliability
at reduced costs will require major advances in engine controls
and engine fault diagnosis capability. In the fundamental sense,
performance monitoring and fault diagnosis involves processing
of engine measurements. In all the cases, a comparison of some
parameter values of an engine under examination is performed
with the corresponding values of an engine which is considered
“healthy.” The parameters used and the method of analyzing them
characterizes each different diagnostic method. Broadly speaking,
these techniques have not changed much from the 1970s and
mainly rely on what is known as the Gas Path Analysis �GPA�
�1,2�. The advantages and limitations of the GPA have been ex-
tensively debated and different ways to overcome the limitations
were proposed �3�. In recent times the use of artificial intelligence
techniques and optimization techniques like the genetic algorithm
have been on the rise. Interesting research has been undertaken by
several researchers �4,5� including work on Kalman filters �6�.
Zedda and Singh �7� used the ANN technique for engine fault
diagnosis and Sensor Fault Diagnosis and Isolation �SFDI� and
reported high accuracy.

Engine Fault Diagnostics Using Ga
The use of a genetic algorithm for engine fault diagnostics has

been investigated by several authors in the recent past and re-
ported good accuracy. Zedda �8� used this technique for develop-
ing a diagnostics model for the EJ200 engine with test bed instru-
mentation. Gulati �9� extended the technique to a poorly
instrumented engine using the concept of multiple objective point
analysis. He validated the technique on the RB199 engine. Sam-

path et al. �10� have used the GA based technique for investigating
faults in advanced cycle engines like the ICR WR21 and reported
considerable success. All the methods used a similar objective
function given by Eq. �1�.

J�x� = �
j=1

M
�zj − hj�x,w��
zodj�w� . � j

�1�

Integrated Fault Diagnostics Model
The diagnostics system developed for the advanced cycle ICR

WR21 was able to detect the component faults and instrumenta-
tion faults to reasonable accuracy. However, the model had its
own limitations, particularly the long run times and, therefore, has
necessitated further enhancement. It is clear that the center of
gravity of the algorithm lies in the calculation of the objective
function, which in turn is mapped to the fitness function. The
fitness function is the parameter which dominates the search pro-
cess.

The calculation of the objective function requires the perfor-
mance model to be run twice �clean condition and faulty condi-
tion�. Therefore, any reduction in the number of calls to the per-
formance model can significantly reduce the overall run time of
the algorithm. It has been estimated that the engine performance
code run constitutes almost 75%–80% of the total runtime.

After carrying out a detailed study of the problem, several tech-
niques have been worked out to overcome the limitations, while
enhancing the accuracy, consistency, and reliability of the diag-
nostics system. The speed of convergence of the performance
model is beyond the control of a diagnostics engineer, but one
way to overcome this problem is to make fewer calls to the per-
formance code. Perhaps, the use of a function or a response sur-
face which is a suitable representation of the engine performance
model for the initial generations to eliminate the weaker indi-
vidual can reduce the total run time.

Response Surface Method
In many problems we have specific knowledge that allows us to

construct approximate models of our problem. In turn, modeling
capability allows us to create more or less accurate approxima-
tions to our objective function. With genetic algorithms, this
knowledge can be put to good use by reducing the number of
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full-cost function evaluations. In many optimization and search
problems, a single function evaluation is a fairly costly process,
involving many layers of subroutines, numerical or symbolic
computation, iterations and various coding and decoding func-
tions. As a result, if savings in computation time are possible
through approximate, perhaps a rough estimation, of the objective
function, they are worth pursuing so that more evaluations can be
performed in the same time. Interesting work in this regard have
been carried out by Montgomery �11� and Myers �12�. This ob-
servation is particularly relevant to genetic algorithms, as we ex-
pect GAs to behave robustly under error and noise because of
their population -sampling approach.

In this case a response surface is a complex nonlinear function
representing the engine performance model. The aim of the re-
sponse surface method is to obtain an objective function of a
given string without having to run the performance code. This
method, which completely avoids the performance model, is very
useful in the earlier generations of the GA diagnostics model. A
suitable representation of the performance code is essential in or-
der to implement this technique, which can be beneficial in speed-
ing up the overall process. The rationale behind this concept is to
avoid spending time on evaluating strings which are to be dis-
carded in the initial generations.

In order to implement the response surface method, the tradi-
tional objective function shown in Eq. �1� needs to be modified by
splitting it into two objective functions. Since the response surface
is created by implanting faults and comparing it with baseline
values, the objective function obtained from the response surface
will be with respect to the baseline and needs to be compared with
the objective function obtained from the actual data and baseline.
The modified objective function is given by:

�J = ��
j=1

NM
�zj

b − hj�x,w��
zodj�w� . � j

− �
i=1

NM
�zi

b − zi
s�

zodj�w� . �i
� �2�

The parameters are the same except for the superscripts “b” and
“s,” which mean baseline and simulated, respectively. A set of
measurements is obtained from the engine and is compared with
the corresponding baseline �clean parameters� measurements. An
objective function is calculated which is designated as J1. This is
required to be calculated only once. The other objective function,
J2, is directly obtained from the response surface. The optimiza-
tion of �J �difference between J1 and J2� tends to achieve the best
solution or more appropriately, eliminates the bad solutions.

At this point it is pertinent to mention that the optimization of
�J shown in Eq. �2� may not produce the exact match, for the
reason that faults with different signatures could also have similar
values of objective function. The fault signatures producing J1
and J2 could be different and it is not the same as calculating J
between the faulty data and the simulated parameter using Eq. �1�.
However, what is important at this stage is to identify the strong
individuals and create a condition for the weak individuals to be
eliminated early in the search process. The calculation of J1 gives
the sum of deviations from the baseline. This value indicates that,
deviations producing J2, which are close to J1 in magnitude are
likely candidates for further examination. At this point, the signs
of deviations are not considered as they will be eliminated when
the objective function is calculated with measurements obtained
from the performance model using Eq. �1�.

Data for the response surface is generated using the engine
performance model. It is very similar to generating the search
space by varying the engine performance parameters �component
flow capacities and efficiencies� in small steps from its baseline
values and implanting it into the engine performance model. A set
of measurements are obtained for these conditions and compared
with corresponding engine baseline parameters. The sum of the
deviations is the objective function. This data is used to generate a
response surface. Some of the ways to develop a response surface
which have been investigated are enumerated below.

The first method involved the development of a general regres-
sion function using the Gaussian functions and high-order poly-
nomials. A sample is shown by Eq. �3� which represents a com-
plex function like the search space. The aim is to evolve an
equation which can readily return an objective function when
given a set of deviation in the engine performance parameter.
Once the regression coefficients have been obtained, the reanaly-
sis and sensitivity analysis represented by Eqs. �3� and �4� require
trivial computational effort. The constants and coefficients have
been obtained using the MATLAB statistical toolbox.

f�x,y� = Ae�−b1x−b2y� + Be�−b3x−b4y� + ¯ . �3�
in the case of engine fault analysis the equation can be re-written
as

JRS = Ae�−b1��−b2��� + Be�−b3��−b4��� + ¯ . �4�
Figure 1 shows a comparison between the original data and the
data generated from the response surface generated using the
Gaussian function shown in Eq. �4�. It is evident that the response
surface is barely able to reproduce the original data and, therefore,
would not be of much value considering the fact that it is expected
to reproduce the surface details to reasonable accuracy.

The second option was to use the Radial Basis Functions
�RBF�. RBFs have attracted a great deal of interest due to their
rapid training, generality, and simplicity. They have been widely
used for the Generalized Regression Neural Networks �GRNN�.
They are several orders of magnitude faster in training when com-
pared to the standard back propagation but have a major disad-
vantage: After training, they are generally slower to use, requiring
more computation to perform a classification or function approxi-
mation. It can approximate any arbitrary function between input
and output vectors, drawing the function estimate directly from
the training data. Furthermore, it is consistent, that is, as the train-
ing set size becomes large, the estimation error approaches zero.
The accuracy of the estimated function is very high as long as the
input vector is close to the training vector. The RBFs are highly
localized and, therefore, need large amounts of training data. The
large amount of training data creates a large number of nodes.
Though the training is very quick, the function approximation is a
computationally intensive process.

Having investigated the possibility of representing the search
space in the form of a response surface using the first two options
and carefully considering the advantages and disadvantages of the
process, it was decided to investigate the possibility of using a
FFBPNN for the generation of a response surface. The FFBPNN
is a standard neural network widely used for classification. The
FFBPNN are known to represent complex functions very accu-
rately when trained with appropriate and adequate samples. Figure
2 shows the response surface developed using the data from Fault
class-2 �Fault in HPC� The network �8-20-20-1� was trained using
data generated by implanting faults in the engine performance
model and the objective function calculated with measurements
obtained and baseline measurements.

From Fig. 2 it can be seen that the data represented using FFB-
PNN is accurate for the same data set. It is a trade-off between the

Fig. 1 Objective function using Gaussian function
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other two methods and can be used effectively in the initial stages
of the search process. While the calculation of an objective using
the engine performance model takes a significant portion of a
second, several hundred objective functions can be obtained dur-
ing the same time using the response surface.

The number of generations for which the RSM is not fixed and
is a matter of choice. Experiments show that using the RSM for
the initial 25% of the total number of generations is beneficial.

Though a considerable amount of time can be saved by using
the RSM, However, the algorithm has to search all the fault
classes in order to arrive at a solution. Figure 3 shows a typical
optimization process consisting of 100 generations out of which
25 generations use the RSM to compute the fitness values of
strings. The diagnosis of multiple component faults lead to a large
number of fault classes to be explored, which in turn leads to large
run times. The number of fault classes that need to be searched
could be further reduced by developing a hybrid system in which
a pre-processor algorithm can be used to classify the fault classes
into the appropriate groups and suggest a single/group of fault
classes to be explored by the GA optimizer.

There are several fault diagnostics techniques and optimization
techniques which can be combined with the GAs to form a hybrid
system for efficient fault diagnostics. Researchers like Gulati �6�
have suggested the use of the GA for a broader search and the use
of calculus-based methods for the local search. The approach
adopted here is to identify a method which could be used to re-
duce the number of fault classes, so that the GA module can be
used to search the fault classes for faulty components and quantify
the fault. The rationale behind this is to avoid searching fault
classes which are not likely to have faulty components.

Hybrid Diagnostics Model Using Ga and ANN
When problem specific knowledge exists, it may be advanta-

geous to consider a GA hybrid. Genetic algorithms can be crossed
with various problem specific search techniques to form a hybrid

that exploits the global perspective of the GA and the convergence
of the problem specific technique. A number of authors have sug-
gested such hybridization �Bethke �13�; Bosworth et al. �14�;
Goldberg �15��. However, there is not much published work de-
scribing the results of GA-hybrid studies. Nonetheless, the idea is
simple, has merit and may be used to improve the ultimate genetic
search performance.

For the problem in hand, an analogy can be drawn with the
diagnostic engineers of yesteryear, when modern-day engine fault
diagnosis techniques were in their infancy and when an analyst
would make an intelligent assessment based on certain thumb
rules. The method used was similar to the fault tree method in
which the branches of the fault tree are traversed by eliminating
certain criteria to arrive at the fault. The fault tree technique has
the limitation that only single component faults can be identified.
However, in the case of the proposed hybrid system, a Fault Class
Classifier �FCC� is expected to identify the likely fault class�es�
and the GA optimizer would subsequently explore the fault
classes and quantify the faults associated with the components.

An extensive literature study showed that the feed forward back
propagation network remains an effective paradigm and is by far
the most commonly applied neural network for classification
problems. Ogaji and Singh �16� have successfully used the con-
cept of cascade neural networks for component and sensor fault
identification. An informal count indicates that more than 85% of
published applications have used the FFBPN. In difficult applica-
tions where the input-output relationships are nonlinear and/or
involve high-order correlations among the input variables, back
propagation has produced accurate results. The disadvantage of its
slow training is partially offset by its rapid computation in the
forward direction.

It was felt that the ability of the ANN to classify the given data
with a relatively small network can be used to act as a preproces-
sor for the GA diagnostics. Even if the neural network is able to
classify the given data as a single or multiple component fault, the
search time is reduced to 25% of the original time in the case of
single component faults �the GA module has to search only the
first 7 fault classes� or 75% of the original time in case of multiple
components fault �the GA module has to search 21 fault classes�.

A schematic diagram of the concept of the hybrid model is
shown in Fig. 4. The hybrid model consists of a Nested Neural
Network �NNN� in which each network has a limited task of
classifying the data into subgroups.

Perhaps, one way to classify is to train a network for all pos-
sible combinations of faults. But the training set required to fully
represent all possible combinations of health parameters and sen-
sor biases will be prohibitively large. It would take excessive time
to train such a neural network and their performance might not
reach satisfactory levels. In the light of the above, the problem
domain has been partitioned into smaller and specific tasks. A
node in the NNN is trained to classify the given input into any one
of the subcategories, usually two or more subcategories or
BRANCH nodes �described later�.

This approach has been found to be more accurate when com-
pared to training a single large network to identify the faulty com-
ponents. The dark line shows the flow of the algorithm to arrive at
the final stage, for an arbitrary set of measurements. The nodes are
classified into “BRANCH” nodes and “TERMINAL” nodes. The
bottom most level of each branch/path consists of the terminal
nodes. The “TERMINAL” nodes have an important task of ex-
tracting and submitting the fault class�es� for optimization by the
GA Module.

Input data from an engine is fed into the NNN pre-processor.
The first step is to identify whether the input data was generated
due to a faulty component or a faulty sensor. Once the classifica-
tion has been made, the data is forwarded to the next level. If the
input data is associated with a component fault, then it is for-
warded to a node classifying the input data into Single or Multiple
component faults. In the same way, the input data traverses

Fig. 2 Data representation using FFBPNN

Fig. 3 Comparison of time taken for objective function
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through the BRANCH nodes and arrives at the TERMINAL node.
A terminal node will classify the input data into a single fault class
or a group of fault classes to be explored by the GA optimizer.

Whether in classification or regression, it is necessary to em-
ploy appropriate training algorithms. For the feed forward back
propagation network, various training algorithms such as resilient
backpropagation, delta-bar-delta, conjugate gradient algorithms.
Levenberg Marquardt, Bayesian regularization, etc. are available.
The choice of algorithm is usually a trade-off between many fac-
tors such as minimum RMS error obtainable, length of training
time or speed of convergence, memory requirements, nature of the
problem. The choice of the algorithm is left to the user and the
type of problem being solved.

In the present work, several algorithms were tested and the
conjugate gradient method was found to be most suitable from the
point of the speed of convergence and memory requirement. The
algorithm gave good results by improving the generalization es-
pecially with respect to classification, which is the main require-

ment in the model. The radial basis functions were also experi-
mented but they need a large amount of nodes and that gives a
particularly good result if the input data is close to the training
data.

The number of layers and number of processing elements per
layer are important decisions to be made during the design of an
ANN. The number of processing elements in the input and output
layers are fixed by the number of input measurements and re-
quired output vectors, respectively, and, therefore, only the num-
ber of hidden layers and number of processing elements in the
hidden layers are to be determined. There are no good solutions to
this problem and is again dependent of the nature of the problem
being addressed. In general, as the complexity in the relationship
between the input data and the desired output increases, then the
number of processing elements in the hidden layer should also
increase. The number of processing elements may also depend on
the amount and the quality of training data. It is noteworthy that a
fewer number of processing elements would mean there are insuf-
ficient network parameters �weights and biases� to undertake the
required tasks �which leads to under learning of the problem do-
main�, while more than necessary processing elements in the hid-
den layers would lead to poor generalization as the features of the
training patterns are memorized �making the network less capable
to apply knowledge learned to patterns that were not included in
the training process though within the problem domain�. In other
words, the network becomes useless on new data sets.

Table 1 shows the description of individual nodes. The letter
“L” denotes the level and the number gives the level number. The
letter “N” denotes the node and the number suffixed shows the
position of the node in a particular level. Each node has a specific
function to perform as part of the network. Table 2 shows the type
of network and configuration of the individual nodes in the nested
neural network.

Various configurations of the MLPs were tried and the configu-
ration shown in Table 2 was found to give good classification. The
fault classes used to train the nodes are shown in the last column
of Table 2.

Confidence Rating of Networks
Once the individual networks have been trained to classify data

into specific subgroups, they can be integrated to form a nested
neural network for different levels of classification. Before en-
trusting the networks with the classification job, a Confidence
Factor �CF� of each network has to be established to have confi-
dence in the final output from the NNN. The CF of each network
is obtained by simulating the network output with a large amount
of randomly generated data set for that particular node. This is an
important aspect of the HDM as the GA module depends on the
classification ability of NNN. As it was described earlier, the
nodes, particularly the TERMINAL nodes, are not constrained to
give one fault class, but can suggest a set of fault classes to the

Fig. 4 Schematic of a hybrid diagnostics model

Table 1 Description of nodes

Node Designation Function

LIN1 SFCF Classifies Sensor fault and Component Fault
L2N1 CMPF Classifies between Single or Multiple Component Faults
L2N2 SFD Identifies Sensor Fault
L3N1 SCMPF Identifies fault classes in case of single component fault
L3N2 MCMF Classifies multiple fault component faults into subgroups
L4N1 GROUP-1 Classifies the faults with compressors into LP and HP groups
L4N2 GROUP-2 Classifies the faults with turbines into subgroups
L4N3 GROUP-3 Classifies the faults with ICL and RCR into subgroups
L5N1 LPC-GP Identifies fault classes with LPC as a common component
L5N2 HPC-GP Identifies fault classes with HPC as a common component
L5N3 HPT-GP Identifies fault classes with HPT as a common component
L5N4 LPT-GP Identifies fault classes with LPT as a common component
L5N5 FPT-GP Identifies fault classes with FPT as a common component
L5N6 ICL-GP Identifies fault classes with ICL as a common component
L5N7 RCR-GP Identifies fault classes with RCR as a common component
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GA module. This feature has been provided to reduce the prob-
ability of a wrong fault class being given to the GA module. While
classifying the fault classes the CF of that node plays an important
role in the number of fault classes being suggested. The higher the
CF the lesser will be the number of fault classes suggested, and
also more confidence in the fault classes suggested.

High CF is particularly necessary in the BRANCH nodes as the
decision made at the branch level is crucial for the progress of the
solution in the correct direction. It is also possible that under some
extreme conditions the network makes an incorrect classification
in the beginning, which can lead to input data being passed
through the wrong branches.

To avoid such a situation, different network topologies can be
used for classification. Different topologies would mean longer
training time. However, once the networks are trained for a par-
ticular operating point, the classification is instantaneous. The
confidence factors shown in Table 3 have been obtained by sub-
jecting the nodes to a large amount of test data. The various de-
cisions made at the BRANCH nodes and TERMINAL nodes are
dependent on these CF values. The CFs for classification of indi-
vidual nodes and the layer are obtained and is indicative of the
confidence one can have in the classification ability of the nodes

Discussion of Results From HDM

The process starts with a node classifying the input data as
having a component fault or a sensor fault. If it is identified as a
sensor fault, the data is forwarded to an Auto-Associative Neural
Network �AANN� for isolation of faulty sensor�s� as well as as-
sessment of the fault magnitudes. On the other hand, if a pattern is
identified as a component fault by the node, it is then passed to the
next node which classifies it as a single component or multiple
component faults. If it is identified as a single component fault
then the input data is passed onto to a node which further classi-
fies it into the appropriate category �fault class�. If it is classified
as a multiple components fault, then it is forwarded to nodes for
classification to appropriate subgroups and finally classified into
fault classes. A brief description of the constituent nodes is pre-
sented:

Node L1N1. The test measurements are introduced to this node
which is trained to accomplish an important task of classifying the
data into: Component fault or sensor. The node was subjected to a
series of rigorous tests with randomly simulated test patterns as
follows:

Table 2 Configuration of nodes

Network Type Configuration FCs-Involved in training

LIN1 MLP 10-30-30-2 FC-1: FC-28
L2N1 MLP 10-30-30-2 FC-1: FC-28
L2N2 AANN 10-30-4-30-10 MEASUREMENTS
L3N1 MLP 10-25-25-3 FC-1: FC-7
L3N2 MLP 10-30-30-2 FC-8: FC-28
L4N1 MLP 10-25-25-2 FC-8:FC-18
L4N2 MLP 10-25-25-2 FC-23:FC28
L4N3 MLP 10-25-25-2 FC-19:FC22
L5N1 MLP 10-25-25-3 FC-8:FC-13
L5N2 MLP 10-25-25-3 FC-14:FC-18,FC-8
L5N3 MLP 10-25-25-3 FC-23:FC-25,FC-19,FC-15,FC-10
L5N4 MLP 10-25-25-3 FC-26,FC-27,FC-23,FC-20,FC-16,FC-11
L5N5 MLP 10-25-25-3 FC-28,FC-26,FC-24,FC-21,FC-17,FC-12
L5N6 MLP 10-25-25-3 FC-19,FC-20,FC-21,FC-22,FC-14,FC-9
LFN7 MLP 10-25-25-3 FC-28,FC-27,FC-25,FC-22,FC-18,FC-13

Table 3 Confidence ratings of nodes in the NNN

NODE CLASSIFICATION OF CATEGORIES �%� CF�%�

L1N1 SF CF 99.36
99.45 99.27

L2N1 SCMPF MCMPF 94.54
96.23 92.86

L3N1 FC-1 FC-2 FC-3 FC-4 FC-5 FC-6 FC-7 99.74
99.90 99.97 99.88 99.54 99.92 99.71 99.25

L3N2 GROUP-1 GROUP-2 GROUP-3 98.87
99.83 99.52 97.12

L4N1 LPC-GP HPC-GP 99.80
100.00 99.60

L4N2 HPT-GP LPT-GP FPT-GP 99.80
98.44 98.87 99.26

L4N3 ICL-GP RCR-GP 98.95
99.79 98.92

L5N1 FC-8 FC-9 FC-10 FC-11 FC-12 FC-13 98.62
98.50 99.17 97.88 98.54 98.92 98.71

L5N2 FC-14 FC-15 FC-16 FC-17 FC-18 FC-8 98.47
97.62 99.23 98.38 97.94 99.12 98.54

L5N3 FC-23 FC-24 FC-25 FC-19 FC-15 FC-10 98.67
98.49 99.56 98.67 98.89 97.84 98.59

L5N4 FC-26 FC-27 FC-23 FC-20 FC-16 FC-11 98.34
97.68 98.64 99.33 98.21 98.72 97.48

L5N5 FC-28 FC-26 FC-24 FC-21 FC-17 FC-12 98.01
97.29 99.09 97.78 98.67 97.37 97.88

L5N6 FC-19 FC-20 FC-21 FC-22 FC-14 FC-9 98.43
97.56 99.27 98.59 98.74 97.92 98.51

L5N7 FC-28 FC-27 FC-25 FC-22 FC-18 FC-13 98.03
97.34 99.21 96.73 98.67 97.45 98.78
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• data with only sensor faults
• data with only component faults
• data with component and sensor faults �not occurring

simultaneously�

The break down of the classification by L1N1 is shown in Fig.
5. Data set-1 has patterns only from component faults and Data
set-2 has patterns only from sensor faults.

The accuracy achieved by the network was over 99%. Investi-
gation of the misclassified data revealed that some input data with
low levels of sensor faults were classified as having component
faults or input data with low levels of component faults were
classified as having sensor faults. The levels of faults involved
were very small and, therefore, the patterns were indistinguish-
able. For practical sense, such faults would not make a significant
impact on the performance of the engine or endanger the safe
operation of the engine. It should be noted that the data from 28
fault classes are involved and, therefore, the network is subjected
to a large amount of data and needs good generalization capabil-
ity.

Node-L2N1. This node is required to classify the input data as
having a single component fault or multiple component faults �re-
stricted to a maximum of two components simultaneously faulty�.
The node was subjected to a series of tests with randomly gener-
ated fault data. The classification accuracy or the overall confi-
dence factor achieved was 94%. The individual break down of
classification is shown in Fig. 6. Data set-1 consists of only single
component faults and data set-2 consists of only multiple compo-

nent faults.
The network achieved low accuracy due to the large variety of

data involved in the training. The training data involved patterns
from 28 fault classes, which implies various combinations of com-
ponents and different fault levels. Therefore, the network gener-
alization capability was poor. Many cases of overlaps in classifi-
cation among the two categories were found. Further investigation
revealed that single component fault with high fault levels were
classified as multiple component faults and multiple component
faults with very low fault levels were classified as single compo-
nent faults. However, the misclassification does not seriously af-
fect the diagnostics process, as closer examination showed that a
single component fault misclassified as a multiple component
fault normally detects the fault class which has the same compo-
nent as the actual faulty component �single component fault� and
“smears” as small amount of the fault to the other components.
When multiple component faults are classified as single compo-
nent faults, it is normally observed that one of the components has
a low level fault and the other, which has a high level fault, can be
identified by the nest level.

Node-L3N1. This is a TERMINAL node and is required to
provide the fault classes for further examination by the GA mod-
ule. This node exhibits a high level of classification accuracy as
the patterns produced by the faults in the components are distin-
guishable by the network. The task of classification can be carried
out by a network smaller than the ones used for the above two
networks, i.e., L1N1 and L2N1. In general, if the confidence rat-
ing of the network is very high, it would identify only one fault
class to be examined by the GA module. However, in order to
make the NNN robust, a simple logic is incorporated, which con-
siders the individual fault class classification levels before decid-
ing the fault class�es� to be examined.

Node L2N2 (Sensor Fault Diagnosis). Once the L1N1 node
identifies the data as having sensor fault, the input data is for-
warded to the node identifying the sensor faults. The Auto-
Associative Neural Network �AANN� is found to be most appro-
priate for the sensor fault diagnostics. The AANN basically
consists of several layers of nodes which form a symmetrical
structure with a bottleneck. The number and configuration of the
nodes on either side of the bottleneck layer are identical. Several
test were carried out to validate the performance of the node in
isolating the faulty sensors. Bias ranging from 4� to 15� for
respective instruments were used to generate the faulty sensor
data. A sample of a bias implanted in the HPC �Exit� pressure
sensor is shown in Fig. 7. The bias levels have been correctly
identified by the network in all the cases. The small deviations in
the identified values are mainly due to the measurement noise. It
was observed that, small levels of bias which are close to noise
levels are more difficult to isolate.

The hybrid model attempts to combine the strengths of two
different techniques to create a more robust diagnostics model.

Fig. 5 Results from L1N1 classification

Fig. 6 Results from L2N1 classification

Fig. 7 Results from L2N2 node „Sensor bias detection…
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The ANNs are known to have good classification properties and
also the ability to represent a complex function which is otherwise
difficult to solve analytically. The hybrid system developed has
reduced the total run time of the fault diagnostics model signifi-
cantly. The reduction in the run time gives the opportunity for the
diagnostics model to be run several times to ascertain the fault
identified.

The long run times of the initial GA based diagnostics model
was a discouraging factor in the implementation of the model.
However, the HDM reduces the overall runtime which makes is
possible to run the model several times to increase the confidence
in the output. The FCC could suggest more than one fault class
�depending on the CF of TERMINAL node� to be explored by the
GA model. In a test case, the FCC suggested five fault classes to
be explored �instead of 28�. The GA diagnostics model uses
probabilistic transition rules and, therefore, it is also possible that
occasionally the model detects the faults in other fault classes
erroneously, especially the competing fault classes, this is attrib-
utable mainly to the randomness in the application of the GA
operators coupled with the measurement noise and model inaccu-
racies. The GA based diagnostics model was ran 60 times and it
has identified the FC-10 to have the faulty components shown in
Fig. 8.

A distribution of the faults quantified by the GA based diagnos-
tics model is shown in Fig. 9. It can be seen that the average of the
deviations are close to the implanted values and also the extreme
values are within the acceptable limits. It is more important to
identify the faulty component more accurately than the actual
quantification of the fault as on most occasions the remedial ac-
tion might be the same. E.g., if the actual fault had a 2% drop in
compressor efficiency and the diagnostics model detected 2.5%,
the corrective action remains unchanged.

Figure 10 shows a comparison of the overall runtimes for vari-
ous schemes taken for the ICR WR21 engine. The MOPA based
diagnostics model developed initially took �22 h for conver-
gence. The IFDM1 �with 25% RSM� took about 18 h and the
IFDM2 �with 50% RSM� took close to 12 h. The HDM took

about 2 h to converge to a solution. It is ten times faster than the
initial model developed. In fact this time can further be reduced if
the terminal node can suggest only one fault class to be searched
�in the present case it has suggested five Fault classes�.

Comparison with Other Methods
In the present study and related studies in the past, the GA

based engine diagnostics technique has been tested quite exten-
sively for various combinations of component faults and instru-
mentation faults while varying the level of noise. It has been
observed that the technique has certain advantages when com-
pared with other techniques. One of the main advantages is that
the technique is robust and consistent in the face of instrument
noise and also the implementation of the Sensor Fault Detection
and Accommodation is simple. The GA based method works with
a group of solutions and once a reasonably close solution is iden-
tified, further refinement is possible. The GA based technique has
the ability to detect very small deviations in component perfor-
mance parameters due to its solution refinement capability. One
major limitation in the implementation of the technique, is the
long time taken for the algorithm to converge. While the initial
GA based methods �9,10� took several hours to converge, the
hybrid method developed by the authors has been successful in
reducing the run times significantly ��10–12 times�. However,
the run time still remains large when compared with other tech-
niques. A comparison of four different diagnostics method was
conducted using the WR21 performance code and a sample result
is presented in Table 4. It is evident that the GA based method
scores over the other methods in identifying the fault levels which
are very small.

A comparison of the overall fault identification capability was
obtained by introducing the same set of one hundred faults to the
four different diagnostics techniques. It can be observed from Fig.
11 that the GA based technique has been able to successfully
identify the faults in almost 95% of the cases.

Fig. 8 Results from multiple runs of HDM

Fig. 9 Distribution of fault quantification

Fig. 10 Comparison of run times for different schemes

Table 4 Comparison of different diagnostics techniques

Method

Component-LPC Component-HPT

RMS Error� � � �

Fuzzy Logic −1.0 −2.6 −0.2 1.3 0.83
Gas Path Analysis −0.82 −2.1 −1.1 1.2 1.29
Neural Network −0.95 −2.87 −0.8 1.5 0.45
Genetic Algorithm −1.12 −3.11 −0.56 1.88 0.16

*Fault Implanted. Percentage Deviation in: LPC: �: −1.2% �: −3.0% Percentage
Deviation in: HPT: �: −0.6% �: 1.8%
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Large deviations in component performance parameters have
been identified by all the techniques correctly with comparable
RMS errors. However, the GA based technique has been able to
identify more faults of small magnitudes and, therefore, has been
shown to have identified a higher percentage of faults for the
given sample data.

Conclusion
In this paper a novel method of combining the ANN and GAs

have been examined. Though the diagnostic model based purely
on the GA had merit but was reported to have long run times and,
therefore, necessitated modification in order to be implemented
for engine fault diagnostics. Despite research in the various meth-
ods for engine fault diagnostics, there is still no “magic formula”
which can effectively address all issues. One way to approach the
problem is to try and offset the limitations of one technique with
the strength of the other. The hybrid model developed, to an ex-
tent, has attempted to bridge this gap. The results obtained were
encouraging and further investigation is being carried out to make
it more efficient.

Nomenclature
� � flow capacity
� � efficiency
� � small change
J � objective function
� � standard deviation for noise

Abbreviations
RBF � radial basis function

AANN � auto associative neural network
ANN � artificial neural network

CF � confidence factor
FC � fault class

FFBPNN � feed forward back propagation neural network
GA � genetic algorithm

GPA � gas path analysis
HDM � hybrid diagnostics model
HPC � high pressure compressor
ICR � inter-cooled recuperated

NNN � nested neural network
FCC � fault class classifier
RSM � response surface method
MLP � multi-layer perceptron
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Assessment of the Effectiveness
of Gas Path Diagnostic Schemes
A variety of methods can be used for the diagnosis of faults in gas path components of
gas turbines. Problems that are common for diagnostic method implementation are the
choice of measured quantities, choice of health parameters, and choice of operating
conditions for data retrieval. The present paper introduces some general principles for
evaluation of the effectiveness of different diagnostic schemes. They encompass criteria
proposed in past publications, while they offer additional possibilities for assessment of
diagnostic effectiveness in various situations. The method is based on the evaluation of
the behavior of linear systems, which are a good approximation of the nonlinear ones for
small deviations and employs the concept of system condition number to formulate cri-
teria. The determination of limits for this number for establishing system condition cri-
teria and quantification of observability is examined, on the basis of uncertainty propa-
gation. Sample problems evaluated are: maximizing effectiveness of individual
component identification from a multiplicity of available measurements, selection of in-
dividual operating points for multipoint applications. �DOI: 10.1115/1.1924535�

Introduction
A large variety of diagnostic methods for gas turbine faults

based on gas path measurements exist today. Different types of
approaches are employed, and a broad division can be into linear
and nonlinear methods. An extensive review of methods that exist
today has been provided by Li �1�.

One of the main reasons for the development of many different
methods is the fact that gas path measurements are difficult and
costly to perform and are thus very limited in number, in contrast
to the large number of parameters needed to be known for engine
health assessment. On the other hand, measurement data are al-
ways contaminated by noise, and we are usually interested in
minimizing the effect of its propagation into estimated health pa-
rameters.

It is for these reasons that an interest has risen in assessing the
way of obtaining diagnostic information in an optimal way, in
view of this type of restriction.

A systematic study for methods of choice of measurements and
parameters in a way optimal as to diagnostic effectiveness was
first presented by Stamatis et al. �2�. They introduced Criteria for
optimal measurement or health parameter selection. In later years
more works have appeared, approaching the problem from differ-
ent angles, as for example the work of Provost �3�, who employed
correlation matrices to examine the existence of linear dependen-
cies �see also a recent publication by Provost �4��. Kamboukos et
al. �5� have also addressed this problem, but only as to the condi-
tion of the systems involved, while measurement and parameter
selection was studied only for square problems.

Another aspect that has received more attention in recent years
is the choice of operating points in multipoint techniques, since
these techniques promise to provide the only solution for unbiased
estimates in cases that measurements are fewer than parameters.
Zedda and Singh �6�, Gronstead �7�, and Pinelli et al. �8� have
proposed such methods.

In the present paper a unified approach is introduced, covering
both the above groups of applications. It can be used to assess
different types of problems, such as the measurement or parameter

optimal selection but also the operating points for a multi point
method or the appropriate sets that are identifiable by a nonlinear
method.

Diagnostic Algorithm Formulation
An engine is considered as a system observed through mea-

sured variables �denoted as Y�, with operating point defined by set
point variables �denoted as u�, establishing a relation of the form

Y = F�u,f� �1�
Engine components health condition is represented through ap-

propriate “health parameters,” denoted as f. Any mechanical or
other alteration, which can be classified as engine fault, affects the
performance of the damaged component and is expressed through
deviations �f i of health parameters from the reference state. Over-
all performance of the engine is influenced, resulting to deviations
�Yi on measured quantities.

A diagnostic method can determine the values of the condition
parameters f from known values of measurements Y at given op-
erating conditions u. This problem is usually expressed in a more
effective way as the problem of deriving the deviations �f from
known deviations �Y. A diagnostic algorithm that achieves this
purpose can be represented though a general relation of the form

�f = D��Y� �2�

The diagnostic operator D represents the method employed.
Examples of this operator are: For a square linear diagnostic prob-
lem this is the inverse of the Jacobian matrix of measurements
with respect to variables. For measurements larger in number than
parameters, this is the diagnostic matrix, formed with a design
matrix Jacobian. For fewer measurements than unknowns this ma-
trix is still called diagnostic matrix but the existence of a priori
information is needed to derive a solution. For a nonlinear method
it represents the inversion of the nonlinear relation �1�.

The question that will be considered here is how to assess the
behavior of a diagnostic operator for handling a particular diag-
nostic situation. The type of problems that can be studied are �a�
the selection of the most appropriate measurements, �b� the selec-
tion of the appropriate health parameters, �c� the selection of op-
erating points, for multipoint methods, �d� the selection of sets
that can be handled by nonlinear methods.
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GT2004-53862.
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Criteria for Effective Estimation
The basic principle employed here is that study of the behavior

of any diagnostic algorithm can be based on the linearized repre-
sentation of Eq. �1�:

�Y = J · �f �3�

where �Y and �f are column vectors of measurement and health
parameter deltas, respectively, and J is the Jacobian matrix. This
relation is a good approximation for most diagnostic situations,
since the deviations of parameters or measurements is usually of
small magnitude �for further discussion on linear versus nonlinear
methods, see Kamboukos and Mathioudakis �9��.

When a linearized method is employed, this equation is the one
actually forming the basis of the method. Even though, accuracy
of estimates using this equation could be questionable for large
deviation magnitudes, the fact is that the local behavior of an
algorithm is well represented by this relation. The study of the
linearized form of nonlinear control systems is a well-known
practice for examining “local stability”in control theory �see for
example Elgerd �10��.

When an algorithm is formulated, the fundamental question is
whether the measurements available can lead to a unique set of
values for the health parameters sought, namely if the materializa-
tion of Eq. �1� in a particular situation can produce an invertible
system of equations. Inversion is not meant in the simple math-
ematical sense of existence of a unique solution, but rather in the
sense of a system that can provide a numerically stable solution. A
second question is how noise propagates through the solution of
the system. The desire is to minimize the propagation of measure-
ment noise into the estimates of health parameters.

The criterion we propose for studying the answer to the first
question is the condition number of the equivalent linear relation
for the diagnostic problem studied. The condition number of a
square matrix A is defined as

� = �A��A−1� �4�
It is known that this number is indicative of the “magnification”

of disturbances though a linear system of equations �see for ex-
ample �11�� and represents the “condition” of the system. When
the norm-2 for the matrix is used, the condition number is equal to
the ratio of the maximum to minimum singular values of the ma-
trix.

� =
max�wj�
min�wj�

�5�

This definition gives also a means of evaluation of the condition
number, through use of the method of singular value decomposi-
tion, �Any m�n matrix A of rank r can be decomposed as a
matrix product as follows: A=U ·W ·VT �Um�n, Vn�n are or-
thogonal matrices and W is a diagonal matrix with r nonzero
elements, which are called the singular values of A. The columns
of U and V are called left-hand and right-hand singular vectors of
A, respectively. For more information see, for example, Meyer
�11�, while for implementation see Press et al. �12��, which is
known to be the most robust method for this purpose. The way of
using this number for assessing the different diagnostic situations
examined will be discussed case by case in the different problems
examined in the following.

The relation showing how the condition number of a matrix is
related to amplification of disturbances is as follows: For a linear
system Ax=b, a disturbance in the values of the components of
the known vector b, is related to the disturbance of the obtained
solution x, through the relation

1

�

�b − b̃�
�b�

�
�x − x̃�

�x�
� �

�b − b̃�
�b�

�6�

where x̃ is the estimated vector of unknowns and b̃ the corre-

sponding vector of knowns: A · x̃= b̃.
This relation indicates that large condition numbers allow large

amplification of disturbances. For the diagnostic problem ex-
pressed through Eq. �3�, the implication is that noise in the mea-
surements can be amplified in the estimated parameters. It is noted
here that Eq.�6� does not indicate that disturbances will be mag-
nified, but rather than they may be magnified. Therefore, noise
may be kept small, but also may be much larger. Although a large
condition number does not necessarily imply that amplification
will be strong, a small one guarantees a weak amplification. From
this perspective a requirement for a small condition number is a
means of ensuring small noise amplification.

Concerning noise propagation, it is proposed that parameter
noise is calculated by employing the well-known noise propaga-
tion formula:

� f
2 = � �f

�Y1
�Y1

	2

+ � �f

�Y2
�Y2

	2

+ ¯ + � �f

�Yn
�xYn

	2

�7�

Although this formula can take more elegant form for the cases
of specific form of linear systems, it will be used here in this
generalized form to cover all different situations examined.

We will now discuss the problems of measurement selection,
parameter selection and operating point selection, to demonstrate
how the method is materialized for each type of problem.

Measurement Selection
Ideally, information for the condition of an engine component

can be derived using sensors placed at its inlet and outlet, giving
the full picture of the change that component causes to working
fluid. Such an approach is not, however, acceptable for an engine
on-duty, for several reasons: sensors and related systems are very
expensive and increase engine complexity. Wall taps, pitot probes,
thermocouples, cause flow disturbances. Measurements may not
be possible at some locations, because of harsh local conditions
�for example, turbine inlet�. It is thus desirable to use a minimum
number of sensors. The minimum set has to be chosen without
sacrificing diagnostic ability. This type of situation is mainly of
interest to the manufacturer for selecting the instruments to be
placed on an engine for ensuring a good diagnostic ability. It can
be also useful to the user who wants to modify an existing instru-
mentation set.

An indicative procedure was proposed by Stamatis et al. �2�,
using measurement sensitivity. Although the most sensitive mea-
surements should be included in the monitoring set, one additional
condition has to be fulfilled: the measurements chosen have to be
linearly independent with respect to parameters deviations. A
method to examine the degree of interdependence of measure-
ments has been proposed by Provost �3�, by evaluating angles
between the vectors. When they are found sufficiently large, they
indicate a weak interdependence. The method proposed here can
deal with this problem in an efficient way, as explained in the
following.

When N health parameters have to be estimated while M mea-
surements are possible �M �N�, we can select N out of these
measurements to form a closed �N�N� system. The ones that will
be chosen have to ensure �a� that the system has a solution �b� that
the solution of the system gives the minimum amplification to the
measurement noise. The criterion thus introduced is: the set of
measurements chosen is the one for which the condition number
of the system expressed by Eq. �3� is minimum.

For determining which set satisfies this criterion we form a
number of N�N submatrices of the M �N Jacobian. The number
of these submatrices is given from the number of possible combi-
nations of M available measurements taken N each time:
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Lcombi = �M

N
	 =

M!

N! · �M − N�!
�8�

The combination with the minimum condition number is chosen.
At this point it must be said that the decision is taken using

engineering judgment as well. Common practices in use, such as
the desire to measure in the cold section of an engine, must be
taken in to account, when the resulting combinations are inspected
for selecting the most appropriate one.

Sample Application. Results from application to a case of tur-
bojet engine are used to demonstrate the above principles. A com-
puter model for a simple turbojet, resembling to the J79 engine,
was used to simulate engine performance. The engine layout and
the quantities measured are shown in Fig. 1. Even though this is a
very simple engine configuration by today’s standards, it lends
itself as a good application example, to demonstrate the principles
of the method.

A turbojet engine tested in a test cell has the possibility to
provide measurements for compressor delivery pressure �Ps3� and
temperature �T3�, turbine exhaust pressure �Ps5�, and temperature
�T5�, fuel flow rate �WFE�, thrust �FGN�, and air flow rate �W1�.
We want to estimate the condition of compressor and turbine on
the basis of these measurements and we want to select those that
would provide an optimal diagnostic system. The health condition
of the selected components is expressed through a flow factor SWi
and an efficiency factor SEi.

First, the Jacobian matrix relating these measurements to com-
pressor and turbine health parameters is evaluated and is as fol-
lows:



�Ps3

�T3

�Ps5

�T5

�WFE

�FGN

�W1

� = 

1.11 − 0.49 − 0.80 − 0.39

0.21 − 0.89 − 0.14 − 0.07

1.53 − 0.62 0.37 − 0.80

0.36 − 0.85 0.41 − 1.07

1.50 − 1.33 0.69 − 1.68

1.82 − 0.71 0.43 − 0.91

0.94 0.03 0.04 0.02

� · 

�SW2

�SE2

�SW4

�SE4

� .

The Jacobians corresponding to different possible combinations
of the seven measured quantities by four �a total of 35� are
formed. The condition numbers of these 4�4 matrices are evalu-
ated and sorted in ascending order, as shown in Fig. 2.

For nine combinations the condition numbers are of very small
magnitude �ten or less�, one is an order of magnitude larger
��200� while the remaining ones are of several orders of magni-
tude larger. The ten combinations with the smaller values would
be favorable for forming a diagnostic system, and are shown in
Table 1.

We can further observe how uncertainty is propagated to the
estimated parameters, depending on which measurement combi-
nation is employed. The uncertainties �3�� considered for the dif-
ferent measurements are as follows:

Ps3 T3 Ps5 T5 WFE FGN W1
0.01 2 0.002 2 0.01 38 0.37
Bar K Bar K kg/s Nt kg/s

The uncertainties expressed by the standard deviation of each
estimated parameter, for each one of the combinations of Fig. 2
are shown in Fig. 3. While the values remain small ��1% � for the
first nine combinations, they become large for three of the param-
eters when the condition number approaches 103 or is larger. Such
values are unacceptable from a practical point of view, since they
would be of a magnitude that is much larger than deviations

Fig. 1 Layout and station numbering for simple turbojet

Fig. 2 Condition numbers of systems employing four mea-
surements, for a turbojet

Table 1 The 10 combinations with the lowest values for con-
dition number. Turbojet engine.

Fig. 3 Uncertainty in estimated parameters for the different
measurement combinations
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caused by practical component faults.
A global measure of parameter uncertainty is calculated as the

RMS of the parameter �’s and is shown as a function of the
condition number in Fig. 4. When condition number becomes
larger than 100, this global index indicates that at least one of the
estimated parameters will be of unreasonably high magnitude.

Health Parameter Selection
A common feature of engines in service is the limited availabil-

ity of instrumentation. This instrumentation is used primarily by
the control of the engine, which ensures safe operation within its
operating envelope. It is thus desirable to exploit the information
provided from the sensors along the gas path in a way that ensures
derivation of the maximum diagnostic information.

When the number M of measurements is less than the total
number N of health parameters needed to be known for determin-
ing the health of all components, it is not possible to derive them
by using only measurement-parameter relations �Eq. �1��. If an
estimate of all the parameters is desirable, then additional infor-
mation has to be used �as for example discussed by Mathioudakis
�13��. If only measurement information has to be used, then only
M ��N� health parameters can be estimated. Even though such an
estimation does not provide a full picture of the engine condition,
it can nevertheless be useful, in cases that faults are searched in
some known engine subassembly. For example, existing experi-
ence may indicate that certain parts of the engine are more prone
to damage than others. It is thus interesting to examine which
health parameter combinations can be estimated best, in the same
perspective as the measurement selection discussed in the previ-
ous section.

The full Jacobian matrix has M rows corresponding to measure-
ments and N columns �N�M� corresponding to health param-
eters. In this case sub-matrices are formed by combining columns,
producing M �M systems. The combinations, exhibiting the
smaller condition numbers, are more suitable for estimation.

For the final selection engineering judgment should also be ap-
plied. If, for example, some specific component needs to be
tracked, combinations containing this component’s health indices
should be solicited. The higher ones in the list should be chosen,
not necessarily the top ones.

Sample Application. For this type of problem the case of a
twin spool mixed turbofan that has been used as a test case in
several previous publications of the authors ��9,14�� is used.
Seven gas path measurement are available: low and high pressure
spool speeds �XNLP, XNHP�, fan delivery pressure and tempera-
ture, �P13,T13�, compressor delivery pressure and temperature
�P3,T3�, turbine exit temperature, �T6�.

A total of 11 health parameters are needed to establish the con-

dition of the components of the engine. It is desirable to know
which combinations of health parameters are identifiable with a
good accuracy.

The condition numbers of Jacobian matrices corresponding to
combinations of the eleven health parameters by seven are shown
in Fig. 5. Here there is a large number of combinations with
condition numbers �100, while the maximum values are up to
eight orders of magnitude larger. For this case too, when condition
number exceeds a value of about 100, the uncertainty interval for
the estimated parameters becomes too large, as indicated by the
results of error propagation shown in Fig. 6 for the turbofan
engine.

It is noted here that the group of authors has proposed the use
of the singular value decomposition method for selecting health
parameters. As Stamatis et al. �2� have presented: “Health param-
eters with the greater projections in the direction of the greater
singular vectors are estimated with greater accuracy” and this can
be a criterion for choosing the most appropriate ones. This is not
a strict quantitative measure however, as is the method employing
the approach proposed in the present paper.

Operating Points in Multipoint Algorithms
The choice of operating points for multipoint diagnostic meth-

ods has been addressed by Zedda and Singh �6�, Gronstead �7�,
and Pinelli et al. �8�. Although these methods provide some useful
elements for choice, each one of them suffers from some defi-
ciency. For example, Zedda and Singh �6� propose the use of a
parameter that only accounts for the number of operating points
and does not consider how far or closely they are spaced. For the
same value of their parameter, a multipoint situation can be well
or ill conditioned, depending on how close the points are. The
method of Gronstead �7� is similar to the one proposed here, but it
considers the Hessian matrix instead of the Jacobian, and does not

Fig. 4 Average parameter standard deviation „�

=„�f1
2 +�f2

2 + ¯ +�fN
2
… /N…, as a function of the condition number

of the system used for estimation

Fig. 5 Condition numbers for health parameter combinations
„11Ã7… with 7 given measurements, for the case of a turbofan

Fig. 6 Overall health parameter estimation uncertainty as a
function of condition number for the different parameter com-
binations. Turbofan test case.
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thus give the possibility of assessing uncertainty propagation. On
the other hand, it does not provide a guide as to what magnitude
of condition numbers could be considered small or large. Pinelli et
al. �8� provide a number of parameters that have to be examined
in a qualitative manner. No strict quantitative criterion is pro-
posed.

The method proposed here is to formulate the linear multipoint
model, by taking the Jacobian matrices at each operating point
and composing an augmented Jacobian Jaugm. Under the usual
assumption of multipoint methods that the component deviations
remain the same for all operating points, this produces a system
with sufficient equations to solve for the unknown component
condition parameters. For measurement vectors �Y the linear sys-
tem formed is



�Y1

�Y2

·

·

�YN

� = 

J1

J2

·

·

JN

���f� �9�

A solution exists if the augmented Jacobian is of rank N and is
obtained by a least squares approach. For the purpose of the
present analysis, SVD is applied on Jaugm, its condition number is
derived and is thus used as a criterion for the possibility to derive
diagnostic information, as in the other cases previously discussed.

Sample Application. The turbofan test case is used to demon-
strate this type of application as well. Measurements at two or
more operating points are used to estimate the total set of eleven
health parameters.

First, it is considered that data from two operating points are
used. One of them is at the nominal speed of operation, while the
other one can be at any point along the operating line, Fig. 7�a�.
The question is how close these two points should be, in order to
achieve good estimation accuracy.

The condition numbers of augmented matrices for pairs of op-
erating points spaced at different distances apart are evaluated and
shown in Fig. 8. The distance of the operating points is expressed
through the percentage deviation of XNLP from its datum value
�at take off�:

Distance�%� =
XNLPD − XNLP

XNLPD
· 100 �10�

It is observed that when the points are very closely spaced,
condition number is very high, decreasing monotonically as the
distance between the points increases. The same trend is followed
by the overall standard deviation. This representation can give the
minimum operating point distance that would be needed for ac-
ceptable accuracies. For example, for an average of 1%, the points

should be spaced by 60% or further apart.
This problem can be viewed from another perspective: what is

the minimum number of operating points that have to be chosen
over a given operating range, to achieve a better accuracy of es-
timation. For the case of the turbojet, different situations are con-
sidered, with various numbers of operating points between the
points of nominal and minimum speed of the turbojet, as shown
schematically in Fig. 7�b�. In this case the augmented Jacobian is
constituted by concatenating the Jacobian matrix for every addi-
tional operating point. The variation of condition number and the
corresponding overall rms, as a function of the number of points
are shown in Fig. 9. It is observed that while the increase of the
number of points initially reduces the estimation uncertainty dras-
tically, it then slows down and gives only marginal improvements
with the addition of more operating points.

Discussion

Effectiveness of Weighted Least Squares Approaches. When
fewer measurements than parameters are available, one approach
that can be followed is to use a priori information on the health
parameters to close the system of equations. This is applied either
in linear methods �e.g., Doel �15�� or in nonlinear ones �e.g.,
Mathioudakis et al. �13��. Use of the present method reveals that
the addition of this a priori information leads to a wellconditioned
system. The linear relation employed is �see �9��:

�11�

where J is the Jacobian matrix, R= ��Yi

2 �, is the matrix containing
the weight coefficients for measurement terms �measurements un-
certainty�, and M= �Cs /� f j

2 �, is the matrix of a priori expected

Fig. 7 Different operating points along the compressor of a
turbofan engine

Fig. 8 Condition numbers of systems employing measure-
ments at two operating points, and related overall estimation
uncertainty

Fig. 9 Condition numbers of systems employing measure-
ments at increasing number of operating points, and related
overall estimation uncertainty
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values for health parameters, which is the matrix that permits the
estimation. In Fig. 10 we present the condition of matrix D as
function of coefficient Cs, which is the key element of the proce-
dure. Figure 10 shows that for different values of the weight factor
Cs, the condition number remains small. Of course it should be
remembered that even though from a numerical point of view the
estimation is stable, the solutions obtained are biased and do not
necessarily represent correctly the existing health condition.

Stability of Nonlinear Algorithms. For nonlinear methods, ex-
amination of the condition number of the equivalent linear system
provides an additional piece of information about the behavior of
the method: it gives a criterion as to whether the nonlinear method
can converge to a solution or not.

The reason that this is a piece of information different from the
case of linear methods is that the nonlinear methods are based on
an iterative approach that uses the nonlinear engine model. This
model itself is a solution algorithm of a set of nonlinear relations,
which are applied in successive steps. The update of health con-
dition parameters during successive steps is based on some nu-
merical scheme �see, for example, Stamatis et al. �14��, whose
behavior depends on the local properties of the nonlinear system.
For example, for Newton-type methods, the inverse of the Jaco-
bian is employed for successive updates.

The behavior of the update scheme depends on the condition of
the matrix that forms the equivalent linear problem. Large condi-
tion numbers indicate that small corrections in the target value
may lead to very large corrections of the independent variables.
This for example means that the engine model may be required to
operate with very high deviations of compressor or turbine condi-
tion, fact that may lead to inability for the model to converge,
leading thus to failure of the method to obtain a solution. Conver-
gence histories for two condition numbers from those of Table 1
are shown in Fig. 11. It is shown that for the larger condition

number the method does not have the possibility to reduce the
error RMS and is thus unable to converge.

The Limit Values for Condition Numbers. A question that
naturally arises from the previous discussions is whether it is pos-
sible to have some guide as to what condition numbers may be
considered small or large.

Various answers to this question can be found in the literature.
In linear algebra textbooks a level usually mentioned is related to
the accuracy of the computing machine. Meyer �11�, for example,
mentions that if computing round-off are the only source of errors,
then a t-digit floating point arithmetic will produce solutions ac-
curate to t-p significant digits, when the condition number is of
the order of 10p. In statistical textbooks, on the other hand, much
lower values are encountered. Belsley et al. �16� reports that con-
dition indices of 100 or more appear to be large and cause sub-
stantial variance inflation. This last observation is in line with
observations made on the data presented above. The authors’ ex-
perience from application of the method to several engine cases,
shows that numbers above 100 are usually linked to bad condi-
tion. The way however to establish a threshold �which may vary
for different engine designs and configurations� is to construct the
uncertainty propagation charts that were presented in the applica-
tions discussed above. The limit values are then determined from
the threshold in overall or partial standard deviation values �Figs.
4 and 6�.

Conclusions
A method for assessing the effectiveness of diagnostic schemes

has been presented. It is based on the evaluation of the condition
number of a matrix of a linear system, characteristic of the diag-
nostic situation considered. Small values of the condition number
are sought for choice of the optimal solution.

It was shown that the condition number is linked by direct
analogy to the level of uncertainty in estimated parameters. The
interdependence of the two can provide a guide for choice of
threshold values for the condition numbers and thus define sets of
acceptable combinations of the quantities of interest each time.

It was shown that this approach can be used for a variety of
problems, such as measurement selection, parameter selection or
operating point selection for multipoint methods. Additionally, it
can be used for interpretation of the numerical behavior of non-
linear methods and indicate thus the limits of applicability of such
methods, which may be narrower than corresponding linear ones.

Nomenclature
aij � element of Jacobian matrix
� � condition number of Jacobian matrix
F � prediction algorithm, Eq. �1�
J � Jacobian matrix

M � number of measurements
L � number of possible combinations
N � number of health parameters

XNLP � low pressure spool rotational speed
XNHP � high pressure spool rotational speed

P � total pressure
SEi � efficiency health factor of component with en-

trance at station i, SEi=	i / �	i�ref
SWi � health factor for flow capacity of component

with entrance at station i,
SWi= �Wi ·Ti / pi� / �Wi ·Ti / pi�ref

T � total temperature along the gas path
u � vector of variables defining the operating point
V � matrix containing the singular vectors of J
W � diagonal matrix containing the singular values

of J
WFE � fuel flow

W
 /� � corrected gas mass flow rate

Fig. 10 Condition numbers for the WLS type of problems

Fig. 11 Nonlinear diagnostic method convergence histories
for a small and a large condition number, from Table 1
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Y � vector of measurable quantities
�f � health parameter deviation from reference

value �f j = �f j − f j
ref� / f j

ref�100
�Y � measurement deviation from reference value,

�Y j = �Y j −Y j
ref� /Y j

ref�100
	 � efficiency
� � standard deviation

Subscripts
actual � actual parameter value on component perfor-

mance map
combi � combinations

D � datum value
ref � reference

S � static pressure or temperature
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Bayesian Network Approach for
Gas Path Fault Diagnosis
A method for solving the gas path analysis problem of jet engine diagnostics based on a
probabilistic approach is presented. The method is materialized through the use of a
Bayesian Belief Network (BBN). Building a BBN for gas turbine performance fault di-
agnosis requires information of a stochastic nature expressing the probability of whether
a series of events occurred or not. This information can be extracted by a deterministic
model and does not depend on hard to find flight data of different faulty operations of the
engine. The diagnostic problem and the overall diagnostic procedure are first described.
A detailed description of the way the diagnostic procedure is set-up, with focus on
building the BBN from an engine performance model, follows. The case of a turbofan
engine is used to evaluate the effectiveness of the method. Several simulated and bench-
mark fault case scenarios have been considered for this reason. The examined cases
demonstrate that the proposed BBN-based diagnostic method composes a powerful tool.
This work also shows that building a diagnostic tool, based on information provided by
an engine performance model, is feasible and can be efficient as well.
�DOI: 10.1115/1.1924536�

Introduction
Fault detection and isolation in gas turbines can be achieved

through the use of linearized gas path analysis methods, using
approaches related to the Kalman filter and its derivatives �Doel
�1�, Volponi et al. �2,3�� or through nonlinear methods �Stamatis et
al. �4,5�, Mathioudakis et al. �6�, Kamboukos et al. �7��.

During the last decade, diagnostic tools applying artificial intel-
ligence methods have become very attractive. Among them, rule
based expert systems �Breese et al. �8�� artificial neural networks
�Kanelopoulos et al. �9�, Volponi et al. �3�� and fuzzy logic �Healy
et al. �10�, Siu et al. �11�� are most common in use.

Recently, a new type of probabilistic expert system, the so-
called Bayesian belief network �BBN�, has been introduced, al-
lowing the inclusion of information of a different nature and from
different sources for diagnostics. Bayesian belief networks as a
part of stochastic expert systems have been studied by several
authors who describe methods for construction or inference with a
BBN �Pearl �12�, Castillo et al. �13��. It is common belief that,
there is no “best” method for construction or inference with a
BBN, only a “most suitable” one, with respect to the information
available in each case.

To the authors’ knowledge, such types of networks have been
employed in the field of gas turbine diagnostics by few research-
ers. Breese et al. �8�, present a method for detecting specific faults
on large gas turbines that combines a thermodynamic model of the
engine under examination and a BBN, constructed by use of sta-
tistical data of the engine. Palmer �14�, presented a statistically
constructed BBN for fault detection of the CF6 family of engines.

The first attempt to propose a general procedure of building a
BBN for diagnostic reasons, has been presented by Romessis et al.
�15�. The way of building diagnostic BBNs, allowing implemen-
tation into any type of engine, and the disengagement of the BBN
from hard to find statistical data, were two elements that made the
work interesting and promising. The heuristic way of building the
BBN, however, put some question on its reliability and generality.

The BBN-based diagnostic procedure, described in the present

paper, overcomes this problem. A generalized way to set up the
whole diagnostic procedure, from data acquisition to diagnostic
conclusion, is presented.

Given the belief network that represents the relation among
variables of aerothermodynamic nature of an engine, component
faults can be detected anytime measurements of gas path variables
are available. The effectiveness of the proposed diagnostic method
is examined on benchmark fault case scenarios, in a typical mod-
ern turbofan engine of civil aviation. The flexibility of BBNs on
including additional information and cooperating with other diag-
nostic methods is discussed.

Gas Path Fault Diagnosis Using the BBN

The Problem of Gas Path Fault Diagnosis. A formal descrip-
tion of the terms involved in the diagnostic problem can be given
if the engine is considered as a system, whose operating point is
defined by means of a set of variables, denoted as u�. The health
condition of its components is represented through the values of
appropriate health parameters, contained in a vector f. The engine
is monitored through measured variables �speeds, pressures, tem-
peratures, etc.�, contained in a vector Y�.

Health parameters can be given as

f = fo + � f

while measurements produce readings Y� and u� that are related
to the actual quantity as follows:

Y� = Yactual + nY

u� = uactual + nu

The operating engine establishes a relationship between the
health parameters and the actual values of the measured quanti-
ties, which can be expressed through a functional relation:

Yactual = Y�uactual,f� �1�

The problem examined here is the determination of � f, from a
set of measured Y� and u� from an engine. In cases usually en-
countered in practice, the available measurements, forming vector
Y�, are less than the health parameters, leading to an underdeter-
mined system of equations, not allowing a unique determination
of � f. On the other hand, the presence of noise on the measured
quantities introduces some inaccuracy that, even in the case of the
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determined problem, cannot lead to an exact determination of � f.
All the above compose a problem highly linked with uncer-

tainty. A procedure based on Bayesian belief networks �BBN�, an
efficient tool for application of probability theory principles, is
proposed for handling this problem and is discussed in the follow-
ing.

Overview of Diagnostic Procedure. The core of the proposed
diagnostic method consists of a BBN accompanied by the func-
tional relation of Eq. �1�, materialized by a computer model for
the engine under examination.

The BBN allows the estimation of probabilities for all possible
health conditions of the engine given the measurements acquired
from the engine. For a complete description of the BBN, the
theory behind them and the corresponding algorithms, the reader
is referred to Pearl �12� and Castillo et al. �13�. For reason of
completeness some basic principles of BBN are presented in Ap-
pendix B.

A filtering procedure on the measurements acquired from the
engine and suitable decision criteria on the output of the BBN, act
as auxiliary but essential elements of the diagnostic procedure.

A schematic presentation of the overall procedure of the pro-
posed diagnostic method is shown in Fig. 1.

A set of measurement readings �u� ,Y�� is preprocessed through
a filtering procedure that minimizes the effect of the noise, pro-
viding with a set of measurements �u ,Y� closer to the actual ones.
Filtering methods for this purpose have been proposed by other
researchers �Ganguli �16��. From these filtered measurements and
through Eq. �1� applied for the fault-free operation of the engine,
the percentage deviations of measurements Y from their nominal
values are calculated. These percent deviations, which are called
deltas in jet engine applications, are defined as

�Y =
Y − Yo

Yo
� 100 �2�

The deltas are then presented to the BBN, from which the prob-
abilities of all possible conditions of the engine are estimated. The
use of deltas as input provides with data that have a weak depen-
dence on operating conditions, as commented by Mathioudakis et
al. �6�.

Conclusions about the health condition of the engine are finally
extracted from these probabilities and through use of goal-
oriented decision criteria.

Setting up the BBN for Gas Path Fault Diagnosis
A way to built-up a diagnostic BBN has been presented by

Romessis et al. �15�. It was based on a heuristic approach for
defining the network elements.

The procedure proposed in the present paper overcomes this
heuristic nature and allows BBN definition from given informa-
tion about the engine under examination. The steps we follow are:

�1� Acquire information that describes the specific diagnostic
problem, namely: engine, configuration of our prior beliefs
about its health condition, and the diagnostic goals;

�2� Define the network architecture that reflects the interrela-
tion of the engine parameters and measured quantities;

�3� Map out the structural elements of the network.

Network Settings for Diagnostic Problem Representation.
The diagnostic BBN can be constructed, once specific information
about the engine under examination is given. The required infor-
mation can be summarized in the following:

�a� The operating conditions �u�; for simplicity the diagnos-
tic BBN is built using information at a specific operating
point. This is a reasonable simplification since BBN can
handle faults at different operating conditions. This fea-
ture of the BBN is discussed later in the paper.

�b� The health parameters f representing the condition of the
engine and the available measured quantities Y.

�c� The relation among health parameters and measured
quantities, for the chosen operating conditions: Y
=Y�u , f�.

�d� Regions of interest for each health parameter. Each re-
gion covers a range of deltas of a health parameter. The
regions are exhaustive and mutually exclusive covering
all possible values of deltas. They are chosen arbitrarily
expressing the desired accuracy of estimation of the
health condition of the engine.

�e� The a priori probability for each region. These probabili-
ties reflect our prior belief that the delta of a specific
health parameter lies within the range of values of the
specific region.

�f� The standard deviations of the deltas of measured quan-
tities: ��Y, reflecting instrumentation accuracy. These de-
viations embed inaccuracies of measurements Y and mea-
surements of the set point parameters u, affecting
nominal values Y0.

The way the above information is used for setting up the BBN
is explained in the following two sections.

BBN Architecture. The BBN proposed for the specific kind of
diagnostic problem, consists of nodes representing the deltas of
health parameters and the measurements used for monitoring.
Links lead from each health parameter node to each measurement
node. A schematic presentation of the BBN, in the general case of
n health parameters: f = �f1, f2, . . . , fn� and m measurements: Y
= �Y1,Y2, . . . ,Ym�, is shown in Fig. 2.

For the specific architecture, the joint probability of network
nodes �which is expressed in general form through Eq. �8�� is
given:

P�Y1,Y2, . . . ,Ym, f1, f2, . . . , fn� = �
i=1

n

P�f i� · �
j=1

m

P�Y j�f1, f2, . . . , fn�

�3�
This expression represents the probabilistic relationship that

holds among variables Y and f, as expressed through the prin-
ciples of probability theory �Romessis �17��.

Fig. 1 Flowchart of the overall procedure of the proposed di-
agnostic method

Fig. 2 The architecture of a diagnostic BBN
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During inference, the probabilities of all states of nodes
f1, f2, . . . , fn, are estimated, from the given states of nodes
Y1,Y2, . . . ,Ym, through measurements Y.

BBN Structural Elements. Structural elements of BBN are the
discrete states and the Conditional Probability Tables �CPTs� of its
nodes.

Since the nodes of the diagnostic BBN represent deltas, which
take continuous values, a discretization is required and the result-
ing discrete states represent deltas within exhaustive and mutually
exclusive intervals.

In the case of health parameter nodes, the states represent the
regions of interest, introduced in the previous paragraph. A sche-
matic presentation of the discretization of a health parameter f i, is
shown in Fig. 3, where its domain �ranging from �f i

o to �f i
n� is

divided into N states, each representing a region of interest. Any
interval ��f i

1 ,�f i
2�, for instance, is a region of interest and consti-

tutes the state of the f i node of the network representing any
deviation of the corresponding health parameter within this
interval.

Each measurement node has three states. If we assume that the
delta obtained from the engine of measurement Yi is �Yi,G, and
�Yi,min, �Yi,max are the corresponding minimum and maximum
expected values, respectively, the three states represent the regions
of deltas �Fig. 4�:

��Yi,min�Yi,G − 3��Yi
�,��Yi,G − 3��Yi

,�Yi,G + 3��Yi
�,��Yi,G

+ 3��Yi
,�Yi,max�

The second of the above states represents the interval the actual
delta lies within with probability 99.73%, assuming normal distri-
bution of measured delta around its actual value.

The conditional probability tables �CPTs� of the nodes express
the quantitative relationship that holds among them.

The CPT for a health parameter node contains the a priori
probabilities of its states. These probabilities are defined by the
user and reflect existing knowledge on engine condition. For ex-
ample, if no indication of tendency to a specific fault exists, it is
reasonable to assume, with high probability that a component does
not suffer from a fault. This will become clear through the nu-
meric application presented in the following.

The CPT of a measurement node represents the a posteriori
probability of its states, given the states of the health parameters.
For the network of Fig. 2, the CPT of measurement Yi, is ex-
pressed through the probabilities:

P�Yi�f1, f2, . . . , fn� �4�

for all states of f1, f2, . . . , fn and Yi.
A schematic presentation of the procedure for calculating the

above probability is shown in Fig. 5, given the state of one health

parameter, for reasons of simplicity.
Deviations of f i within the interval ��f i

1 ,�f i
2� lead to an inter-

val of deltas of measurement Yi, through the relation: Y=Y�u , f�
�Fig. 5�a��. Due to the presence of noise, this interval of deltas of
Yi, is extended by the value 3��Yi

, resulting to the interval of all
possible values of �Yi, that can be obtained in practice for the
considered deviations of f i �Fig. 5�b��. Assuming a trapezoid prob-
ability density function �pdf� of �Yi over this extended range of
deltas, the required probability for a state of Yi node is given as
the area underneath the pdf function within the limits of this state
of Yi �Fig. 5�c��.

The trapezoid pdf has been chosen since it is a closer estimation
of the actual type of pdf �as discussed by Romessis �17��.

Diagnostic Procedure for Turbofan Gas Path Faults
In order to give a clearer picture of the way the proposed

method is set-up and to evaluate its effectiveness, application to a
turbofan test case is presented. Apart from its illustrative nature,
the test case represents also a situation of practical interest in
today’s jet engines applications. The type of engine for this appli-
cation is described in Appendix A. It is selected as it has been
used in applications of different diagnostic methods by the authors
and other researchers and can be considered to constitute a bench-
mark case.

Network Definition for the Turbofan. The diagnostic BBN for
the turbofan is defined by determination of the settings mentioned
in the previous section.

The BBN is set for a typical cruise operating point and involves
11 health parameters and 7 quantities measured for monitoring, as
described in Appendix A. The resulting architecture is shown in
Fig. 6.

In the present case, we focus on the detection of small and
moderate faults, represented by a maximum absolute deviation of

Fig. 3 Schematic presentation of the states of a health param-
eter node of the diagnostic BBN

Fig. 4 Schematic presentation of the states of a measurement
node of the diagnostic BBN

Fig. 5 Schematic presentation of the procedure for specifying
the CPTs of the diagnostic BBN

Fig. 6 The architecture of the diagnostic BBN for the consid-
ered turbofan case
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the health parameters from their nominal value equal to 2.5%.
A schematic presentation of the considered states of the health

parameter nodes and their deviations is shown in Fig. 7.
The considered domain for each flow factor or the exhaust area

is the interval of �−2.5% , +2.5% �, which has been divided into
15 continuous and nonoverlapping intervals, of the same width.

The considered domain for the efficiency factors is the interval
of �−2.5% , +0.5% �, since component faults cannot possibly lead
to an important increase of the efficiencies. Use of the same dis-
cretization with the flow factor nodes, at this domain, leads to a
total of 9 states per efficiency factor node.

A deviation of the health parameters within the limits of ±0.5%
is considered to represent healthy condition. The states corre-
sponding to deviations within these limits represent healthy opera-
tion of the engine and are given a total a priori probability of 90%
per health parameter, while the rest 10% is equally distributed to
the other states. In Fig. 8, an example of the a priori probabilities
assigned to the states of a flow factor node is shown, in the form
of a probability distribution.

In order to define the states of the measurement nodes, the noise
levels presented in Appendix A, have been considered.

Determination of the Auxiliary Elements of the Diagnostic
Procedure. In order for the diagnostic procedure to be applied,
appropriate filtering and decision criteria must be determined. For
the turbofan diagnostic case, filtering is applied by averaging 50
raw readings, namely the values of u� and Y� acquired from the
engine.

According to the considered decision criteria a fault occurs
when at least one health parameter satisfies the rule:

P��fi � �− 0.5 % ,− 0.167 % �� + P��fi � �− 0.167 % ,

+ 0.167 % �� + P��fi � �+ 0.167 % , + 0.5 % �� � 50%

In that case we say that: “Health parameter fi deviates signifi-
cantly,” since it is more probable to deviate from nominal by more
than 0.5% which is the limit of healthy condition.

The set of significantly deviated health parameters represents
the detected fault case. If no health parameters are found signifi-
cantly deviated, the conclusion is that no fault occurs.

Evaluation of the Diagnostic Ability of the Method
In order to assess the diagnostic ability of the proposed method,

fault cases covering situations expected to be encountered in prac-
tice are tested. They can be grouped in two major parts: �A� A set
of benchmark fault cases, covering different possible faults in all

individual components on the engine. �B� Additional simulated
fault cases, where data are generated through the EPM.

The situations that can be encountered are divided in the fol-
lowing classes:

�i� If all factors are found not significantly deviated, the en-
gine is considered healthy �symbolized as “Ok”�.

�ii� If only the factors that actually deviate are found signifi-
cantly deviated, the correct Factor is Diagnosed (fD).

�iii� If the factors found significantly deviated, belong to the
same component with the actually deviated factor, the cor-
rect Component is Diagnosed (cD).

�iv� If the factor�s� found significantly deviated, belong to the
same “section” with the actually deviated factor, the cor-
rect Section is Diagnosed (sD). The compressors consti-
tute the cold section, the turbines the hot section and the
nozzle is considered as an individual section.

�v� If two or more factors found significantly deviated, belong
to different “sections” an Unsafe Diagnosis (uD) is made,
since we claim that simultaneous presence of faults on
both sections is rather rare.

�vi� If the factors found significantly deviated, belong to a
‘section’ different from the actually faulty one, a Wrong
Diagnosis (wD) is made.

In Figs. 9�a� and 9�b�, examples of a fD and a uD class of
diagnosis are shown, for illustration purposes. The actually devi-
ated factor is identified to the one found by the BBN in Fig. 9�a�
�and thus fD diagnosis�. A nozzle deviation that is not actually
present is found in the case of Fig. 9�b�, and the uD diagnosis.

Benchmark Fault Cases. A set of fault scenarios has been
examined, covering different possible faults in all individual com-
ponents on the engine. This set of cases has been defined by
Curnock �19� and the fault cases have been used for evaluation by
several researchers and diagnostic methods �Mathioudakis et al.
�6�, Kamboukos et al. �7�, Dewallef et al. �19��.

For each examined fault case data from a sequence of 50 oper-
ating points are used. They are typical readings taken every 5 min
over the cruise sections of a flight.

The actual deviations that the examined fault cases represent
and the evaluation of the diagnostic conclusion provided by the
proposed diagnostic method are shown in Table 1.

From this figure it is concluded that in 12 out of 15 cases all
actually deviated health parameters are identified correctly. In one
case �case a�, only one of the deviated parameters is identified
since the deviation of the rest 3 parameters is close to or less than
the healthy limit of ±0.5%.

The remaining two fault cases not identified are a HPC fault
expressed as a simultaneous reduction of efficiency and flow ca-
pacity �case c�, and a LPT fault also expressed as a simultaneous
reduction of efficiency and flow capacity �case j�. These two cases

Fig. 7 Schematic presentation of the states of the flow and
efficiency factor nodes of the diagnostic BBN

Fig. 8 Schematic presentation of the a priori probabilities
given at a flow factor node of the diagnostic BBN

Fig. 9 „a… Example of a FD diagnosis „ examined fault case:
�SE26=−1%…. „b… Example of a UD diagnosis „examined fault
case: �SE49=−0.6%…
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of unsuccessful diagnosis occur due to parameter observability
problems as reported by Kamboukos et al. �7�. It is nevertheless
noted that even in these three cases, the faults are identified for the
correct section of the engine �sD diagnosis�.

If additional information is available, such problems can be
confronted. This additional information can be included either as a
priori knowledge, by modification of the a priori probability of the
nodes, or as independent knowledge, by adding nodes to the
network.

As an example, additional information has been included to the

considered BBN in two ways. First, additional measurements have
been considered, resulting to a BBN with two more measurements
nodes �P42 and T42�. Second, the a priori probabilities of factors
SW26 and SE26 have been modified to reflect a prior knowledge
that these two factors are more probable to deviate than the others.

The BBN performance for the faults of Table 1, with the two
alternatives is shown in Table 2. For both approaches an improved
diagnostic ability is observed.

The addition of measurements P42 and T42 lead to a detection
of both deviated parameters of case designated as fault J. In fault
case C, also, health parameters SW26 has been detected.

The modification of the a priori probabilities leads to a detec-
tion of both deviated parameters in fault case C, while it did not
influence the rest fault cases.

Examination of Simulated Data. Data for additional fault
cases, presented in Appendix C, are examined to reveal the sensi-
tivity of the proposed method on the measurement noise and the
operating conditions of the engine.

Effect of Measurement Noise. An important aspect of the diag-
nostic performance of the proposed method is its behavior in the
presence of noise. Data sets for the considered fault cases, con-
taminated with several noise levels, are tested. The performance
of the method can be summarized in Fig. 10. Each column indi-
cates the percentages of the examined fault cases, with a specific
measurement noise level, that fall into each one of the six consid-
ered class of diagnosis. In total, 11 noise levels are considered, all
expressed as percentage of those presented in Table 1.

The obvious conclusion is that decreasing noise levels lead to
an increasing diagnostic performance of the method. The impor-
tant to notice, however, is that for efficient diagnosis a filtering
procedure, reducing the noise level, is required. The averaging of
50 readings, applied here for filtering, satisfies this need.

Effect of Operating Conditions on the Diagnostic Pocedure. An
important issue is how the proposed method, embedding informa-
tion from a typical cruise condition, performs over a flight enve-
lope, during which the operating point of the aircraft engine varies
in the different flight segments.

Data sets of the considered fault cases, contaminated with noise
level of Table 1, have been generated for the 287 operating points
described in Appendix C. The percentages for each one of the six
classes of diagnosis are shown in Fig. 11.

From this figure, we see that in all operating points, from
ground roll until the descent starts, the diagnostic performance is
high and almost unaffected by the operating condition of the en-
gine. When descent starts, and until the landing of the aircraft, the
diagnostic performance becomes poor. This is due to the fact that
descent and deceleration of the aircraft is associated to an uneven
reduction of the fuel consumption �WFE�, in comparison to the

Table 1 Diagnostic performance on a set of 15 benchmark
fault cases

Table 2 Diagnostic performance when additional information
is available

Fig. 10 Effect of noise on the diagnostic ability of the proposed method
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other quantities defining the operating point of the engine �Pamb,
P1, T1�. This means that the engine operating point undergoes a
shift that is significant in comparison to changes for other operat-
ing conditions, leading to a change of the interrelation among
health parameters and measurements, as result of the nonlinear
nature of engine response. The differentiation of interrelation
among the involved parameters from those at cruise that are used
for setting the BBN, leads to a poorer performance.

This problem is solved if an additional network is used, in
which the BBN is setup at an operating point of a typical descent.
The fuel consumption can be the decision parameter for selecting
between the two networks. Following this procedure, the overall
performance of the diagnostic method, using this pair of networks,
one per region of operating points, is shown in Fig. 12. The im-
provement is obvious, though the diagnostic ability cannot reach
the levels of the former part of the flight.

Discussion
The results presented above demonstrate that the proposed

method has a strong diagnostic ability. In comparison with the
BBN proposed by Romessis et al., �15�, the current method is
more efficient even in fault cases with smaller health parameters’
deviations. This improvement is due to the way the BBN is con-
structed: probabilistic relationships among variables are more ac-
curately represented.

Other popular methods allowing gas path fault diagnosis, dem-
onstrate similar diagnostic ability with the one proposed here �Ka-
mboukos et al. �7��. There are, however, some aspects making the
present BBN-based method more attractive for application.

The diagnostic conclusions are derived through estimated prob-
abilities. Therefore, apart from the diagnosis itself, the confidence
level of the diagnostic conclusions are also provided.

Fig. 11 Diagnostic performance of the method over a flight

Fig. 12 Diagnostic performance of the method over a flight using two BBNs
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The ability to embed the proposed method into other diagnostic
procedures, providing with more robust and accurate diagnosis is
also a benefit. The presented method focuses on fault detection
and isolation. Several “levels” of isolation �including isolation of
the deviated health parameters, of the affected components or the
affected section� have been considered. Once fault isolation at
these levels is achieved, the deviation of the health parameters can
be efficiently estimated by other existing diagnostic methods,
leading to a more detailed diagnosis. A combination of the pro-
posed method with other diagnostic tools is feasible and can be
easily implemented as well. Dewallef et al. �19�, present such a
combination of Kalman filter techniques with a diagnostic BBN,
for the case of a turbofan engine, demonstrating robust and de-
tailed diagnosis.

Another important feature of the proposed BBN-based method
is the convenience of inclusion of additional information, when-
ever available. As mentioned in a previous paragraph, the addi-
tional information can be included as an a priori knowledge, by
modification of the a priori probability of the network nodes, or as
independent knowledge, by adding nodes to the network. This
inclusion is not a hard task since it does not require rebuilt of the
network. Information from other sources can be used, as for ex-
ample vibration data or engine maintenance history. In this way,
the present method offers an alternative to the known problem of
gas path analysis �GPA�, consisting of the determination of more
health parameters than the available measurements. The BBN al-
lows the inclusion of additional information from completely dif-
ferent sources for achieving this target, something that would be
possible for GPA only by performing additional gas path measure-
ments.

Concluding Remarks
The use of Bayesian belief networks for detection and isolation

of component faults has been presented. The proposed diagnostic
technique involves the use of an EPM, to produce the structural
information of the network.

The way such a procedure can be set up is presented and ap-
plication to a specific type of a turbofan engine is given.

The effectiveness of the proposed method has been demon-
strated by its strong diagnostic ability with various fault scenarios
and cases at several operating conditions, including coverage of
an operational envelope of a typical flight.

The main conclusion concerning the performance of the pre-
sented method is its ability to handle efficiently the problem of
fewer measurements than parameters in gas path analysis.

This conclusion becomes more important since it indicates that
reliable diagnostic BBNs can be built from mathematical models,
without the need of hard to find flight data of faulty operations on
which other statistical methods are based, when dealing with un-
certainty. An additional advantage of the proposed method is its
ability to incorporate information from sources of different nature.
It was shown that incorporating such information allows the ex-
tension of fault coverage, which was limited by the lack of suffi-
cient gas path measurements.

Table 3 Considered noise levels: ��Y%

Table 4 The considered fault cases of simulated test data

Fig. 13 Layout and station numbering and measurements of the considered tur-
bofan engine

Fig. 14 Architecture of an example BBN Fig. 15 Simulation of data of fault cases with the aid of EPM
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Nomenclature
A8IMP � exhaust area

EPM � Engine Performance Model
f � vector of the health parameters of the

engine
fo � nominal value of vector f

HPC � high pressure compressor
HPT � high pressure turbine
LPT � low pressure turbine

�i � efficiency of component with entrance at
station i

nu � random noise on the readings of vector u
nY � random noise on the readings of vector Y

Pamb � ambient pressure
pdf � probability density function
Pi � total pressure at station i of the engine

P�Y � f� � probability of Y given f
P�Y , f� � joint probability of Y and f

P��f i� �a ,b�� � probability of �f i to lie within limits �a ,b�
BBN � Bayesian belief network

SEi � efficiency factor at station i of the engine
�Eq. �6��

SWi � flow factor at station i of the engine �Eq.
�5��

Ti � total temperature at station i of the engine
u � filtered values of u�

uactual � vector of actual values of u �noise free�
u� � vector of measurements defining operating

point
Wi � gas mass flow rate at station i

WFE � fuel flow rate
XNHP � high pressure shaft rpm
XNLP � low pressure shaft rpm

Y � filtered values of Y�
Yactual � vector of actual values of Y �noise free�

Yo � nominal value of quantity Y
Y� � vector of measured quantities on an engine
� � bias vector f

�Y � percentage deviation of Y �“delta”� �Eq.
�2��

��Y � standard deviations of vector �Y
��Yi � standard deviation of �Yi

Subscripts
1,2,…,8 � station along the engine gas path, Fig. I-1

ref � reference values �value in “healthy” engine�

Appendix A: Engine Layout and Representation
The layout of the considered turbofan engine, used as a test

case, and the considered set of measurements for monitoring the

condition of the engine is shown in Fig. 13. The choice of this
type of engine and instrumentation is discussed in �Mathioudakis
et al. �6��.

The operating point of the engine is defined by measurement of
the quantities: Pamb, P1, T1, and WFE, forming vector u, while
rotating speeds of the two spools �XNLP and XNHP� and pres-
sures and temperatures at several stations form vector Y.

Component faults are simulated by deviations of several health
parameters from their nominal values. In the current work, flow
and efficiency factors of each module of the engine at stations 12,
2, 26, 41, 49, 8, forming vector f are used as health parameters
�see also Stamatis et al. �5��. For a component with entrance at
station i of the engine we have:

Flow factor: SWi = �Wi · 	Ti/pi�/�Wi · 	Ti/pi�ref �5�

Efficiency factor: SEi = �i/��i�ref �6�
The quantitative interrelation among the health parameters and

the measurements is expressed through an engine performance
model �EPM� produced by Stamatis et al. �4� and adapted to in-
dividual engines to reproduce accurately their performance.

The measurements Y� obtained from the engine differ from
those given by the EPM, since measured quantities are contami-
nated with noise. The considered noise levels, are those presented
in Table 3 in the form of percentage of standard deviations from
the nominal values at a typical cruise condition, and are those
usually encountered for this type of instrumentation �as reported
by Curnock �18��.

Appendix B: Basic Principles of Bayesian Belief Net-
works (BBN)

BBNs are probabilistic expert systems that combine the prin-
ciples of probability theory and graph theory. They allow the es-
timation of probability of discrete variables even in complicated
systems with many variables and strong relationship among them.

A BBN consists of nodes representing discrete variables, as
defined in probability theory. All possible discrete values of a
variable compose the set of states of the corresponding node. The
interrelation among the variables is expressed through the links of
the network. The quantitative relationship among the nodes is
given through the conditional probability table (CPTs) of each
node. The CPT of node ni of a BBN is the set of probabilities:

P�ni��i� �7�

for all possible combination of states of the involved variables,
where �i is the set of nodes that are linked with node ni, with
direction to node ni.

The nodes and links of a BBN represent its architecture. An
example of BBN architecture is shown in Fig. 14.

The structure of a BBN consists of the states and the CPTs of
its nodes.

Once the architecture and the structure of a BBN is defined,
given the state of one or more nodes of the network, the probabili-
ties of all states of the rest nodes can be estimated.

The estimated probabilities are function of the joint probability
of the network nodes, given by:

P�n1,n2, . . . ,nn� = �
i=1

n

P�ni��i� �8�

This estimation of probabilities with BBN has proven to be
NP-hard �Cooper �20��, that is the required probabilities and com-
putational time increase exponentially with the size �number of
nodes, states and links� of the network. In order to overcome this
problem, many approximating algorithms have been developed.
For the needs of the current work, the algorithm of “systematic
sampling method,” described in details in Castillo et al. �13�, has
been applied.

Fig. 16 The sections of a flight and the considered operating
points
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Appendix C: Simulated Cases for Evaluation
The considered set of fault cases for evaluation consists of 88

cases each representing deviation of the health parameters from
−0.6% to −2%, as shown in Table 4.

The corresponding measurements are derived from the EPM,
applied for a specific operating point. These measurements are
then contaminated with noise, to resemble actual measured data.
A schematic presentation of this procedure for generating the set
of testing measurements is shown in Fig. 15.

In order to reveal the behavior of the examined diagnostic
method, under several operating conditions, the set of the 88 fault
cases, has been considered for a total of 287 operating points,
composing a flight envelope, covering all representative flight
conditions, from ground roll to landing.

A schematic representation of the considered flight envelope is
shown in Fig. 16.
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Validation of CESI Blade Life
Management System by Case
Histories and in situ NDT
A life management system was developed for hot components of large industrial gas
turbines, in the form of a software tool for predicting component lives under typical
operational transients (normal and also abnormal) and steady-state periods. The method
utilizes results of previous thermo-mechanical finite element and finite volume fluid me-
chanics analyses. The basic idea of this method is using data from structural and aero-
thermal analyses (pressures and temperatures), blade life theory, and material properties
as an input to algorithms, and using operational and historical data to validate the
predicted damage amounts. The software developed in this project, of general applica-
bility to all GT models, has been implemented with reference to the geometries, materials,
and service conditions of a Fiat-Westinghouse model. �DOI: 10.1115/1.2056534�

Introduction
To obtain a reliable, cost-effective, and efficient energy produc-

tion with a low polluting level it is very important that the engine
remains in a good condition as long as possible. Normally main-
tenance and overhaul intervals are prescribed by the gas turbine
�GT� manufacturer based on the design know-how and on the
feedback collated from users’ experience. A sufficiently wide sta-
tistics to make reliable prediction of component lives is normally
available only to the manufacturer; on the other hand, each indi-
vidual user is generally unable to obtain a sufficient statistics on a
particular GT model, unless he has several similar machines in his
fleet and several years of operation experience.

Moreover, in several plants gas turbines are operated in variable
conditions, so that the scheduled maintenance time intervals origi-
nally suggested by the OEM do not result to be the best ones to
minimize maintenance costs while optimizing plant availability
and safety. To obtain a convenient tool to optimize the life of hot
parts in a GT, a code can be prepared which has the capability to
calculate their residual life by combining turbine operational his-
tory with mechanical analysis algorithms and measured engine
parameters. With the support of such a system it is possible for a
user to predict the consequences of the different types of turbine
operation �start/stop, baseload, trip, etc.�. This concept �1–3� was
originally proven with General Electric Frame 7 and 6 gas tur-
bines in EPRI developments in the last decade, leading to the
development of the so-called life management system �LMS�
called REMLIF.

A life prediction methodology for large industrial gas turbines
was developed also in CESI, dedicated at present to the first stage
rotating blades of gas turbines widely used in Italy. In this study,
the CESI approach is presented, implemented in a LMS as a PC
software tool useful to calculate spent life fraction and to predict
residual components lives under typical operational condition.
Secondly, the application of this code is described to a number of
real case histories, with the comparison between software predic-
tions and experimental findings in the most damaged regions of
the blades.

Finally, the results of in situ NDT measurements performed
during maintenance plant stops with the frequency scanning eddy

current technique �F-SECT� were successfully compared with the
prediction of the LMS software, run with the plant history as
input.

These results will be described and the future perspectives of
the use of this LMS tool will be discussed.

CESI LMS Approach
The life management system �LMS� developed at CESI is a PC

software tool able to predict the gas turbine component lives un-
der steady-state and transient conditions. The LMS development
work was consisted of a comprehensive list of actions as follows.

�A� Damaged components and damage mechanisms identifica-
tion: based on service experience, the critical regions on compo-
nents and the relevant damage modes �creep, fatigue, TMF, coat-
ing damaged features, role of hot corrosion, embrittlment, etc.� are
analyzed in order to identify the correct approach in the develop-
ment of a LMS; attention has to be paid to the refurbishment
cycles, repair and heat treatment features, and coating details.

�B� Computational fluid dynamics: geometrical parameters are
retrieved for original component, including the inner cooling
channel details, and the operating conditions are reviewed and
collected, both normal steady-state service and the most typical
start up and shut down transients; these data are then processed by
means of fluid dynamics codes to obtain thermodynamic data dis-
tribution in gas flow around the component.

�C� Thermo-mechanical analyses: data obtained from the aero-
thermal analyses �point B� are used as boundary conditions in a
thermal-structural finite element �visco-elasto-plastic� code to pro-
vide patterns for temperature, stress, and strain at almost all loca-
tions in the component.

�D� Materials relevant data gathering: in a few cases, sufficient
material information can be found in literature �traditional alloys
and simple physical and mechanical parameters, such as thermal
conductivity, Young modulus,…�; on the other hand, material re-
sistance to high temperature damage mechanisms, particularly for
coated elements, has to be determined by important testing activi-
ties: creep, TMF, and cyclic oxidation mainly.

�E� Damage models: the materials data have then to be pro-
cessed by suitable methods to provide all the numerical coefficient
�temperature, stress, strain, and time dependent� in the damage
growth rate models and end-life criteria, specific for the damage
mechanisms and maintenance philosophy under consideration
�e.g., end life defined as component failure, or maximum tolerated
damage suitable to be repaired,…�.

�F� LMS software: the several damage models and end life
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criteria are implemented in a software tool, also containing the
input and output interfaces for a friendly use by the plant operator;
it is pointed out that this software carries out a number of different
damage evaluations, for a preselected grid of component condi-
tions �new/refurbished� and operational scenarios �including tran-
sients�, as provided by the user.

�G� Flexibility: within the LMS software, some options exists
to take advantage of directly measured �or better to say, experi-
mentally obtained� parameters; for example, the results from the
aerothermal analysis can be tuned to the actual temperature values
obtained by a pyrometer or estimated from metallurgical studies.

�H� Validation: at last, the code and its prediction capability
have to be verified against actual case histories, namely damage
evidence found after certain operational histories, for which the
LMS tool is applied to derive comparative damage evaluations.

As regards point D, in CESI laboratories several cyclic oxida-
tion tests were performed at different temperatures �1 h cycle�;
through metallography, quantitative image analysis, and x-ray mi-
croanalysis, an analytical model was formulated, taking into ac-
count all the aluminum depletion mechanisms active during op-
eration and based on literature studies �4–8�.

In this paper, aspects of the CESI activity for the development
of LMS for the TG50D5 gas turbine are described. Due to space
limitations, items A–D and G in the above list will not be further
treated, short descriptions will be given of item F, and special
focus will be put on the validation studies only �item H�.

Damage Evaluation
The CESI life management system �LMS� takes into account

three damage mechanisms:

• thermo-mechanical fatigue �coated blade material�,
• creep �bare blade material�, and
• cyclic oxidation �coated material�.

The first two mechanisms act on mechanical properties of tur-
bine component materials, while the last is related to protection
capabilities of coatings.

The value DTMF of damage for thermo-mechanical fatigue is
given by the ratio between the number N of expended load cycles
and the number Nf of cycles to rupture:

DTMF =
N

Nf
�1�

where Nf is a function of turbine operating conditions and me-
chanical properties of materials �3�:

Nf = C1���tm�C2�th�C3 exp�C4B� �2�

In Eq. �2�, Ci are function of material and load cycle shape,
��tm is the total mechanical strain range during a load cycle, th is
the hold time and B is given by

B =
�max + �min

�max − �min
�3�

If turbine is subjected to different types of load cycles �transient
speed, hold time,…�, for each of them Eq. �1� is applied and the
total fatigue damage is the linear sum of partial damages:

DTMF = �
i

DTMF,i = �
i

Ni

Nf ,i
�4�

The value DCR of damage due to creep is given by the ratio
between the exposure time t and the time tr to creep rupture:

Dcr =
t

tr
�5�

Time tr can be evaluated by means of the relation

tr = C1�C2 exp� Q

RT
� �6�

where Ci and Q are material parameters, R is the gas constant, and
� and T are, respectively, stress and temperature in steady-state
condition. Again, when different types of load cycles are present,
a linear sum of damage is adopted:

Dcr = �
i

Dcr,i = �
i

ti

tr,i
�7�

At present, fatigue and creep damages are treated separately,
neglecting the influence of one mechanism on the other; the total
mechanical damage Dm,tot is then

Dm,tot = DTMF + Dcr �8�
At last, two models are implemented for cyclic oxidation dam-

age. In the former, the value DOX of cyclic oxidation damage is
given by the ratio between the number N of expended load cycles
and the number Nox of cycles to get an Al content in coating
insufficient to assure protection on base material:

DOX =
N

Nox
�9�

The number Nox is given by an empirical fit to published test
results in literature �4,6,7� for a similar coating system:

Nox = � C4

C1th exp�− Q

RT
�	

1/�C2+C3 exp�−Q/RT��

�10�

where Ci, are coating material parameters, and other parameters
th, R, and T were defined above.

In the latter model, the value DOX of cyclic oxidation damage is
given by the ratio between the exposure time t and the time tox to
the end of coating life �i.e., when coating aluminium content de-
creases to the value of the base material�:

DOX =
t

tox
�11�

The value of tox, a function of a large number of parameters, has
been evaluated by means of a computer code �9� for several op-
erating conditions; in the LMS code data bank, the coefficients of
a surface interpolating those tox values are stored.

Also for cyclic oxidation, the total damage is the sum of dam-
ages due to different load cycles:

DOX = �
i

DOX,i �12�

The Life Management System Computer Code
The LMS software was developed since the beginning as a

small, flexible and self-contained software package for a personal
computer, allowing efficient answers for any choice of scenarios
asked by the user. Therefore it is running fast and providing great
steps of view, based on a huge amount of preexisting knowledge
and calculations. Such characteristics are provided by two fea-
tures.

First of all, as already mentioned, the LMS software does not
carry out any aerothermal or structural analysis to determine the
needed values of temperature, stress, and strain at every point in
the component; all such analyses were indeed made previously,
during extensive simulations and modeling of several transients
and steady-state operations; only their final results are stored in
the LMS software. Moreover, in the code data bank also all
needed material parameter values, temperature dependent, are
contained.

Second, due to the wide variability of real operations, a scheme
was adopted allowing a simple classification; not only simple for
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the subsequent analysis by the LMS software, but also simple for
the realistic possibility of the plant user to have the needed
records of the operational data available. The simplifications here
adopted were the following:

• Only two types of start up modes do exist, “normal” �as
prescribed in the machine manual of operation� or “fast”
�accelerated�.

• Similarly the shut downs can be “normal” or “fast” �trips�.

Before starting one run, the LMS software asks the user to
choose a machine type, a component in it �first stage blade, vane,
…�, and other data like new or refurbished material, coating type,
and so on; all available component/material combinations are
shown to the user by means of a tree view. In the current version,
the software contains data and damage coefficients suitable for
life analysis of first stage blades of two GTs, Fiat-Westinghouse
TG50D5 and GE MS9001E; however, thanks to code modularity,
as long as additional GTs and/or components will be investigated
leading to the necessary algorithms matched to their characteris-
tics �blade geometry, aerothermal conditions, stress-strain pat-
terns, materials strength characteristics�, the code can be imple-
mented for such additions too.

Then the operational history is requested to be entered by the
user:

• The past operation, in terms of percent normal transients and
trips, percent of weekly operation �th
100 h� or daily �th


15 h�, and so on, to be considered for the computation of
the accumulated damage amounts �fatigue, creep and cyclic
oxidation�;

• the planned scenario of future GT utilization, in a form quite
similar to one for the past operation �daily, or weekly, etc.�,
in order to evaluate damage accumulation rates specific for
the planned future use.

Two options are available for planned future use: the user may
wish to request the needed operational life up to the accumulation
of a selected amount of component damage �e.g., up to a total
damage of 100%, or coating damage up to 90% still suitable to
allow blade refurbishement, any sort of special damage,…�, or
may wish to insert a desired plant operation period, and ask there-
fore what would be the damage accumulated in that period �this
would be typically the residual component life, or the interval up
to the next planned inspection during a major overhaul for main-
tenance�.

Damage analysis results are provided by the LMS software in
three formats:

�A� a simple text page with a summary of input data and of
most relevant output results, namely the maximum levels of dam-
age �creep, fatigue, cyclic oxidation, and total summed damage
contributions� and the estimated remaining life for safe operation;

�B� detailed information in tabular form �a bit massive, so te-
dious to consult, essentially intended to allow special careful
views when needed�, presenting the values of the temperature,
stress, strain, damages, etc., for each individual position in the
component �the several nodes in the finite element mesh�;

�C� dynamic graphical view of the component, in which the
levels of the several quantities �e.g., the stresses, or the tempera-
tures, or the cyclic oxidation accumulated damage,…� are dis-
played by means of iso-curves �in “banded form,” i.e., with re-
gions between two iso-curves filled with a solid color�.

When using graphical output, the view of turbine component
can be panned, rotated, and zoomed simply by dragging the
mouse; also available is an option to query all input and output
data in a single point of the component by clicking in the desired
position.

Code Validation
The code validation was possible using several failure analysis

studies performed on first stage blades in the first years of opera-
tion of the gas turbine fleet, before that the LMS system could be
realized. In such studies metallographic analyses were performed
on sections of the blades at different blade heights. Both optical
microscopy and scanning electron microscopy and EDS �energy
dispersive spectroscopy techniques� were used to evaluate coating
damage and base material ageing ��� coarsening and oxidation/
corrosion�. Among the different NDT techniques used in evaluat-
ing the blade after operation or during outages the F-SECT �fre-
quency scanning eddy current technique �10–13�� resulted to be
very powerful in measuring both coating thickness and coating
damage.

In the following some applications of the code are described;
the respective operating conditions introduced into the input
screen of the LMS code are shown in Table 1, while summaries of
analysis results �maximum value of each type of damage, usually
happening at different positions on the component� are reported in
Table 2. These are calculated with a mean value of coating thick-
ness of 200 �m for case 1 �original new blade�, while a mean
coating value of about 170 �m was used for the other cases �re-
furbished blades�, because this was the typical minimum thickness
of the coating, measured in the hottest regions the by F-SECT
technique in the coating shop.

Case History 1
This case history is representative of a TG50D5 turbine normal

operating period with a prevalence of weekly operating cycles.
The MCrAlY coating was produced by the OEM.

As shown in Table 2, the creep damage level is generally rather
low, as expected, while the coating life �Fig. 1� is near its end
along the leading edge and on a small region of the pressure side,
near the trailing edge and at mid height of the blade, probably
because of lower cooling as holes start to be placed only along
one row instead of two. It can be noticed that these are the hottest
zones of the calculated temperature distribution of the component
�shown in Fig. 2�. Secondly, a considerable thermo-mechanical
fatigue damage is found at the platform edge in a particular posi-
tion of the suction side �Fig. 3�; relevant TMF damage is also
observed along the leading edge.

The analyses performed by NDTs on operated components
showed that in the regions indicated by the code, actually the
coating was exhausted �very low equivalent beta thickness ob-

Table 1 Case histories for CESI LMS validation

Case
history

Turbine
inlet

temperature
No. of

start-ups
Trips

%

Total
firing
hours

Mean
hold
time

1 Design 180 5 19,800 110
2A Design 480 10 14,200 29
2B Design 650 10 15,500 24
3 Design+50°C 450 40 8,800 19

Table 2 Damage levels evaluated with CESI LMS for case his-
tories in Table 1

Case
history

Damage level �%�

Fatigue Creep
Cyclic

oxidation

1 24 18 80
2A 43 12 74
2B 54 14 84
3 59 8 81
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tained by measurement with the F-SECT system� in about 85% of
the blades. A confirmation of the code results came also by re-
sidual stresses measurements performed on the component: sig-
nificant tensile stress values were measured in the region of the
platform around the position where the code indicates relevant
thermomechanical fatigue damage. Moreover, the calculated plas-
tic deformation levels and measured residual stresses gave the
explanation of some accident �stress corrosion cracking of several
millimetres� happening during the stripping process when this was
performed without a previous solution heat treatment �14�.

Case History 2A and 2B
Some GTs of the fleet were operated cycling more often �almost

daily�, so that the maximum equivalent operating hours �EOH�

value indicated by the OEM was reached with about 14,000–
15,500 firing hours and about 500–650 start-ups �see Table 1�.

As shown in Table 2, in these cases the creep damage level is
even lower than in the previous case, as expected due to the lower
firing hours, while the coating life is near its end in regions lo-
cated along the leading edge and on the pressure side �similar
positions as in the previous case where cooling is reduced from
two to one row of holes—Fig. 4�.

At the platform edge in the position of the suction side previ-
ously noticed, the thermo-mechanical fatigue damage was about
50% �indication of possible crack presence—Fig. 5�.

One blade �case 2A� was analyzed with F-SECT in several
positions and after that sectioned to perform metallography;

Fig. 1 Case history 1: distribution of cyclic oxidation damage

Fig. 2 Case history 1: distribution of steady-state temperature

Fig. 3 Case history 1: distribution of thermo-mechanical fa-
tigue damage

Fig. 4 Case history 2: distribution of cyclic oxidation damage
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F-SECT results, shown in Fig. 6, confirm the level of coating
damage calculated by the LMS. The comparison between Figs. 4
and 6 shows an interesting agreement between the coating damage
level evaluated by the NDT technique F-SECT and the damage
calculated by LMS:

• in positions 1 and 15 the coating is still protective �� phase
is present� and the code evaluates about 50% of residual life;

• in the hottest positions �e.g., 12, and towards the leading
edge� the coating is thin, no longer protective, and also base
material is damaged;

• near the platform �position 23� the coating is present but no
longer protective.

Moreover, the critical root position was analyzed. Very tiny
transgranular oxidized cracks �some tenth of a millimeter deep�
could actually be found. It must be noticed that usually such
cracks are too small to be detectable with NDTs on the operated
and sand blasted blade during the inspection for deciding compo-
nent repairability after operation.

On some blades of case 2B �sent to refurbishment after the
operation period� unacceptable platform cracks �longer than
2 mm� were found after stripping as shown in Fig. 7 �see also Fig.
8�. Careful metallographic examination demonstrated the presence
of preexistent small transgranular cracks due to thermo-
mechanical fatigue �Fig. 9�. This finding validates code calcula-
tions.

Case History 3
The third case is related to an abnormal operating period, with

a lot of component scrapping due to heavy damage of the coating,
its complete failure, and hot corrosion damage of the base alloy at
the leading edge and on the pressure side �see the blades as oper-
ated and still mounted in Fig. 10�. This happened at the beginning
of the plant history, trying to reach the nominal efficiency levels
and when the LMS code was not yet prepared.

Destructive metallographic examinations were performed on
two scrapped blades �sections at 10%, 50%, and 90% of blade
height�. The coating was absent in two regions outlined in Fig. 11
�blade surface appearance after sand blasting�. In the same picture
examples of �� morphology at different locations are shown:
based on the measure of the �� particle size and the reference
curves of �� coarsening versus temperature and time for UD 520
alloy �15� the evaluation of the operated metal temperature was
performed. In the hottest regions of the blade an over temperature
of about 50°C was estimated.

The code shows that actually the component life is passed over
both for the cyclic oxidation and the fatigue damage mechanisms,
even if in different regions. The damage maps are shown in Figs.
12 and 13. The comparison between Fig. 12 and the picture of the
real component �Fig. 11� demonstrates a very good agreement
between real and calculated damaged regions in the hottest zones
of the component airfoil �pressure side� and at the leading edge.
Some cracks were also found in some components at the platform
edge in the same position of the suction side �see also previous
cases� as shown in Fig. 14 for this case.

Fig. 5 Case history 2: distribution of thermomechanical fa-
tigue damage

Fig. 6 F-SECT results for blade of case history 2A in Table 1
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Discussion
Currently the LMS developed at CESI is still in the validation

phase, i.e., it is intended that a number of details will be checked
and progressively optimized by the feedback from experience
gained in actual damage findings on service exposed GT compo-
nents. Nevertheless, from the comparative analyses of predicted
and actual damage amounts obtained in this paper, the prediction
capability seems quite significant already at this stage. It has to be
pointed out that creep and cyclic oxidation damage models are to
be regarded as reasonably well established. On the other hand, the
larger uncertainties might be expected within the TMF damage
prediction part, as the TMF strength model presently included in
the LMS software was determined from a limited source of TMF

data, from tests carried out at CESI in a previous program. As in
that experiment no account was made for investigating hold time
�th� nor strain ratio �B� effects, the numerical coefficients for such
terms in Eq. �2� above for TMF life evaluations were not available
for our alloy U520 and had to be taken identical to those reported
in the EPRI �3�, for another Ni-base alloy, in the noncoated con-
dition �as most TMF cracking evidence were found in noncoated
parts of the blades investigated�. Predicted results were not bad in
our TMF analyses, but clearly an experimental program devoted
to define the th and B dependence of the TMF damage equation
specifically for the alloy here considered, U520, is intended to
remove this marginal lack of knowledge.

The LMS here developed was targeted to the main damage
mechanisms for the first blades row in industrial gas turbines.
Extending this package to other hot-parts would appear a useful
development. However, this would require consideration of differ-
ent damage phenomena not addressed here, e.g., aerothermal and
mechanical vibrations which are often important for last stage
rows blades performance.

Conclusions
The two tools �LMS and F-SECT technique� can be used to-

gether in a complementary and collaborative way to optimize GT
maintenance policy �costs minimization and efficiency increase�.

Fig. 7 Long intergranular stress corrosion cracks at platform
edge of blade of case history 2B in Table 1 „see Fig. 8…

Fig. 8 Position of platform crack shown in Fig. 7

Fig. 9 Transgranular cracks at platform edge on blade of case
history 2B in Table 1

Fig. 10 Case history 3: cyclic oxidation damage on mounted
first stage blades, leading edge side
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The capability of the LMS system coming out of the previous
section can be summarized in the following:

�A� prediction of different levels of cyclic oxidation and fatigue
damage associated to different GT operation regimes �weekly,
daily,…�;

�B� evaluation of life reduction �for thermo-mechanical fatigue�
due to an unexpectedly high number of trips; and

�C� residual life estimation for the actual conditions which the
plant was operated in.

Most of all, the system is able to indicate the most critical
locations on the components for each damage mechanism; this
information can be a useful guide in several occasions:

• during quality control of the coating process, it allows a
better choice of locations where the F-SECT measurements
must be done to assure that a sufficient compact coating
thickness is present;

• during plant stops those critical positions will be more care-
fully observed by visual inspections and premature damage
discovered;

• during the scheduled maintenance stops �open turbine case�
the F-SECT control of the coating degradation by cyclic
oxidation can be more effectively concentrated on the most
critical positions; and

• decision to send components to refurbishment can be better
supported by the use of code calculations and experimental
measurements by F-SECT.

The experience done on the old machines analyzed in this paper
gives a strong indication of how useful such a versatile LMS
system can be and that it can be worthwhile to afford the big effort
required to extend such methodology to the latest generation GTs.

Fig. 11 Case history 3: damage on first stage blades

Fig. 12 Case history 3: distribution of cyclic oxidation damage

Fig. 13 Case history 3: distribution of thermo-mechanical fa-
tigue damage

Fig. 14 Case history 3: platform TMF cracks at the same loca-
tion where maximum fatigue damage is shown in Fig. 13
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Nomenclature
B � strain ratio

Ci � material parameters
DCR � creep damage
DOX � cyclic oxidation damage

DTMF � thermo-mechanical fatigue damage
Dm,tot � total mechanical damage

N � number of expended load cycles
Nf � number of load cycles to failure for thermo-

mechanical fatigue
Nox � number of load cycles to failure for cyclic

oxidation
Q � activation energy, J/mol K
R � gas constant, J/mol
T � absolute temperature, K
t � expended time, h

th � hold time, h
tox � time to complete aluminium depletion, h
tr � creep time to rupture, h

��tm � range of mechanica strain in a load cycle
�min � minimum value of mechanical strain in a load

cycle
�max � maximum value of mechanical strain in a load

cycle
� � Von Mises equivalent stress, MPa
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Proposal and Analysis of a Novel
Zero CO2 Emission Cycle With
Liquid Natural Gas Cryogenic
Exergy Utilization
A novel liquefied natural gas (LNG) fueled power plant is proposed, which has virtually
zero CO2 and other emissions and a high efficiency. Natural gas is fired in highly en-
riched oxygen and recycled CO2 flue gas. The plant operates in a quasi-combined cycle
mode with a supercritical CO2 Rankine type cycle and a CO2 Brayton cycle, intercon-
nected by the heat transfer process in the recuperation system. By coupling with the LNG
evaporation system as the cycle cold sink, the cycle condensation process can be
achieved at a temperature much lower than ambient, and high-pressure liquid CO2 ready
for disposal can be withdrawn from the cycle without consuming additional power. Good
use of the coldness exergy and internal exergy recovery produced a net energy and exergy
efficiencies of a base-case cycle over 65% and 50%, respectively, which can be increased
up to 68% and 54% when reheat is used. Cycle variants incorporating reheat, intercool-
ing, and reheat+intercooling, as well as no use of LNG coldness, are also defined and
analyzed for comparison. The approximate heat transfer area needed for the different
cycle variants is also computed. Besides electricity and condensed CO2, the byproducts
of the plant are H2O, liquid N2 and Ar. �DOI: 10.1115/1.2031228�

Introduction
Liquefied natural gas �LNG� is regarded as a relatively clean

energy resource. During the process of its preparation, approxi-
mately 500 kWh energy per ton LNG is consumed for compres-
sion and refrigeration and a considerable portion of this invested
exergy is preserved in the LNG �1�, which has a final temperature
of about 110 K, much lower than that of the ambient or of sea-
water. The liquefaction reduces its volume 600 fold, and thus
makes long distance transportation convenient.

LNG is loaded into insulated tankers and transported to receiv-
ing terminals, where it is off loaded and first pumped to certain
pressure, and then revaporized and heated, by contact with seawa-
ter or with ambient air, to approximately ambient temperature for
pipeline transmission to the consumers. It is thus possible to with-
draw cryogenic exergy from the LNG evaporation process which
otherwise will be wasted by seawater heating. This can be
achieved with a properly designed thermal power cycle using the
LNG evaporator as the cold sink �1–13�.

Use of the cryogenic exergy of LNG for power generation in-
cludes methods which use the LNG as the working fluid in natural
gas direct expansion cycles, or its coldness as the heat sink in
closed-loop Rankine cycles �1–5�, Brayton cycles �6–9�, and com-
binations thereof �10,11�. Other methods use the LNG coldness to
improve the performance of conventional thermal power cycles.
For example, LNG vaporization can be integrated with gas turbine
inlet air cooling �5,12� or steam turbine condenser system �by
cooling the recycled water �11��, etc. Some pilot plants have been
established in Japan from the 1970s, combining closed-loop
Rankine cycles �with pure or mixture organic working fluids� and
direct expansion cycles �1�.

Increasing concern about greenhouse effects on climatic change
prompted a significant growth in research and practice of CO2

emission mitigation in recent years. The technologies available for
CO2 capture in power plants are mainly physical and chemical
absorption, cryogenic fractionation, and membrane separation.
The amount of energy needed for CO2 capture could lead to the
reduction of power generation efficiency by up to 10 percentage
points �14,15�.

Besides the efforts for reduction of CO2 emissions from exist-
ing power plants, concepts of power plants with zero CO2 emis-
sion were proposed and studied. Particular attention has been paid
to the research of trans-critical CO2 cycle with fuel burning in
highly enriched oxygen �99.5% + � and recycled CO2 from the
flue gas �16–25�. The common features of these cycles are the use
of CO2 as the working fluid and O2 as the fuel oxidizer, produced
by an air separation unit. With CO2 condensation at a pressure of
60–70 bar �temperature 20–30 °C�, efficiencies of 0.35–0.49 were
reported for plants based on such cycles, despite the additional
power use for O2 production and CO2 condensation. Staicovici
�26� proposed an improvement to these cycles by coupling with a
thermal absorption technology to lower the CO2 condensation be-
low ambient temperature �30 bar, 5.5 °C�, and estimated a net
power efficiency of 54%.

In a proposal by Velautham et al. �13�, an LNG evaporation
system is included in a gas-steam combined power plant just for
captured CO2 liquefaction and for air separation to provide oxy-
gen for gas combustion. Deng et al. �9� proposed a gas turbine
cycle with nitrogen as its main working fluid. The stoichiometric
amount of air needed for the combustion is introduced at the com-
pressor inlet, and mixed with the nitrogen. The turbine exhaust
contains mainly nitrogen, combustion generated CO2, and H2O.
With the cycle exothermic process being integrated with the LNG
evaporation process, CO2 and H2O are separated from the main-
stream by change of their phase, from gas to solid and liquid
states, respectively, and the extra nitrogen is discharged. The main
merit of this cycle is the absence of the air separation unit, but the
combustion product may contain NOx as well, and the collection
and removal of solidified CO2 may be difficult.

In this paper, a novel zero emission CO2 capture system is
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proposed and thermodynamically modeled. The plant is operated
by a CO2 quasi-combined two-stage turbine cycle with methane
burning in an oxygen and recycled-CO2 mixture. Compared to the
previous works, two new features are developed in this study: The
first is the integration with LNG evaporation process. As a result,
the CO2 condensation and cycle heat sink are at temperatures
much lower than ambient. The second one is the thermal cross-
integration of the CO2 Rankine-type cycle and Brayton cycle in-
side the recuperation system, so the heat transfer related irrevers-
ibility could be reduced to improve the global plant efficiency.
Our cycle has both high power generation efficiency and ex-
tremely low environmental impact. Further, variations of the cycle
which incorporate intercooling, reheat, and both, as well as com-
parison to a similar cycle which does not use LNG coldness, are
also described and analyzed.

The Cycle Configuration
The base-case cycle layout and the corresponding t-s diagram

are shown in Figs. 1 and 2, respectively. Variations on this cycle
are described and analyzed further below. It follows the well-
established general principle of a topping Brayton cycle �working
fluid here is CO2/H2O; TIT=1300 °C�, with heat recovery in a
bottoming supercritical CO2 Rankine cycle �TIT=624 °C; a simi-
lar idea was first proposed by Angelino �2� in an organic Rankine
cycle with CF4 as its working fluid�, but here with some sharing
of the working fluids, to take best advantage of the properties of
available hardware for these cycles and of good exergy manage-
ment in the cycles and heat exchangers. The fuel is a small frac-
tion of the evaporated LNG, and the combustion oxidizer is pure
oxygen produced in a conventional cryogenic vapor compression
air separation plant. The system produces power, evaporates the
LNG for further use while preventing more than 50% of the LNG
exergy from going to waste during its evaporation, and produces

liquefied CO2 and water as the combustion products and liquid
nitrogen and argon as the air separation products.

The topping Brayton cycle can be identified as
12→13→14→15→16→6→7→8→9→10→12. The bottoming
Rankine cycle is 18→1→2→3→4→5→…→14→17→18. The
LNG evaporation process is 20→21→22→23→24 and 25. The
air separation process is 27→28 and 30. The process material
products are liquid CO2 �19�, water �11�, nitrogen and argon �30�,
and gaseous methane �24�.

The Brayton cycle uses its exhaust gas heat to preheat its work-
ing fluid �CO2� before entrance to the combustor �B�, by �HE�2,

Fig. 1 CO2 cycle flow sheet

Fig. 2 t-s diagram for CO2 cycle
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and then to evaporate the working fluid �CO2� for the Rankine
cycle by HE1, the three-pass HE2, and HE3. The exhaust gas is
then cooled further, by heating the LNG in HE4, before compres-
sion by compressors LC and HC �this cooling reduces the com-
pression work�. The first compressor, LC, is used then to com-
press the working fluid to a pressure that would allow its
condensation �in HE5, the triple point of CO2 is 5.18 bar and
−56.6 °C�, and some of the working fluid is withdrawn and first
used to preheat combustion methane and oxygen in HE7, and then
condensed in HE5. The remainder of the working fluid is com-
pressed further in HC to the top pressure of the Brayton cycle, and
then passed through the preheater HE2 and combustor �B� before
passing into the Brayton cycle turbine �LT�. Assuming stoichio-
metric combustion, the exhaust gas of the Brayton cycle contains
the combustion products CO2 and H2O through the path
6→7→8→9→10 only, with the H2O separated from the CO2 by
condensation and withdrawal in S. A minute amount of CO2 may
be released along with water; but it is assumed here that the water
and carbon dioxide are fully separated to simplify the calculation.

In the Rankine cycle, the Brayton cycle recuperators HE1 and
HE2 serve as the 2-stage boiler of the working fluid �CO2� ,HE7 is
a pre-condenser cooler and HE5 is the condenser using the LNG
as coolant, and PC is the pump to raise the liquid CO2 pressure to
the top value of the Rankine cycle, and for the withdrawal of the
excess liquid CO2 for sequestration �at 19�. The Rankine cycle
turbine �HT� exhaust is preheated by the Brayton cycle exhaust
recuperator HE3 before being brought as additional working fluid
into the combustor �B�.

The air separator unit �ASU� is assumed here to produce oxy-
gen for the combustor �B� at the combustor pressure. Liquid O2 is
pumped within the ASU to the combustor pressure by a cryogenic
pump, and its cryogenic exergy is regenerated within the ASU �as
in �26��. The O2 �28� and fuel �25� are preheated in HE7 before
entering the combustor B. Further analysis is under way to explore
the integration of the air separation process into the cycle, thus
taking advantage of the coldness of its products.

LNG off loaded from its storage �20� is first pumped by pump
PL to its evaporation pressure �21�, and then heated in the evapo-
ration system �HE4 �22� and HE5 �23�� to near-ambient tempera-
ture. If the natural gas temperature at point 23 remains below that
desired for distribution, the remaining coldness can be used for air
conditioning or some other purposes in HE6. A small portion
�typically �4%� of the natural gas �25� is preheated in HE7 first
and then sent to the combustor as fuel, and the remainder is sent

out to customers via pipeline. It is assumed in this paper that LNG
is pure methane. It is noteworthy that both the thermal energy
required for evaporation and the power that can be produced with
the cryogenic cycle depend strongly on the LNG evaporation
pressure. Different delivery pressures are typically made available
at the receiving terminals: Supercritical �typically 70 bar� for long
distance pipeline network supply, and subcritical �typically 30
bar� for local distribution and power stations based on heavy-duty
combined cycles �10�. In this paper, only the subcritical natural
gas evaporation process �30 bar� is considered, and the influence
of different evaporation parameters will be investigated in forth-
coming studies.

The placement of the heat exchangers in the cycle, and the
choice of temperatures were made to reduce heat transfer irrevers-
ibilities. Furthermore, a combination of the higher-pressure
�higher heat capacity� but lower mass flow rate fluid on the Rank-
ine cycle side of the recuperators, with the lower-pressure �lower
heat capacity� but higher mass flow rate fluid on the Brayton cycle
side is also intended for reduction of irreversibilities.

The Cycle Performance
The simulations were carried out using the commercial Aspen

Plus �27� code. To simplify computation, it was assumed that the
system operates at steady state, the natural gas is pure methane,
the combustion is stoichiometric with CO2 and H2O the only
combustion products, no turbine blade cooling, and the stoichio-
metric amount of the water evacuated from the cycle does not
contain dissolved CO2. Besides, the outlet temperatures of the
cold streams from HE2 and HE3 are set to be the same, i.e., t3
= t16= t5, since the calculation results suggest a worse efficiency
for t3� t16= t5. The most relevant assumptions for the calculations
in this paper are summarized in Table 1.

The cycle minimal temperature is chosen as −70 °C to avoid
gas condensation, since the saturated temperature of CO2 under
ambient pressure �1 bar� is −78.4 °C.

The energy efficiency is calculated as the ratio between overall
power output and heat input in the topping cycle �11�:

�1 = Wnet/�mf · Hu� �1�

where Wnet is the overall power output from the turbines, reduced
by the power input to the compressors �LC and HC� and pumps
�PC , PL� ,mf is the fuel mass flow rate input. This cycle employs
both fuel and LNG coldness �via its evaporation� as its input re-
sources, but we have used only the fuel energy in the definition of

Table 1 Main assumptions for the calculation

Cycle parameter

High pressure Ph
a �bar� 150

Intermediate pressure Pm �bar� 30
Low pressure Pl �bar� 1
CO2 condensation pressure �bar� 6.5
CO2 condensation temperature �°C� −48.8
Lowest temperature t13 �°C� −70
Mass flow rate ratio of Brayton cycle Rg �%� 30
Methane LHV Hu�kJ/kg� 50,010

Turbine LT Inlet temperature t6 �°C� 1,300
Isentropic efficiency �%� 88

Compressor Pressure ratio 30.6
Isentropic efficiency �%� 88

Combustor Efficiency �%� 100
Pressure loss �%� 3

Recuperation system Water separator working temperature �°C� 10
Heat exchangers Pressure loss �%� 2

ASU Specific work for O2 production at 30.6 bar and 15°C �kJ/kg O2� 900

LNG vaporization
system

LNG pump efficiency �%� 77
Pressure loss �%� 3
Evaporation pressure �bar� 30.6
Delivery temperature �°C� 15

aThe highest pressure of the cycle is P1=156 bar, 6 bar is for pressure losses in the heat exchangers.
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�1, the energy efficiency, because the LNG coldness is free, and it
is actually of benefit to the user. Both input resources are, how-
ever, used in defining �2, the exergy efficiency, which is the more
appropriate criterion for performance evaluation than the fuel en-
ergy alone. It is defined here as the ratio between the net obtained
and total consumed exergy

�2 = Wnet/�mf · Hu + mL · aL� �2�
assuming that the fuel exergy is approximately equal to its lower
heating value Hu ,mL is the treated LNG mass flow rate, and aL the
exergy difference between the initial and the final states of the
LNG evaporation process:

aL = �h20 − h23� − T0�s20 − s23� �3�
and in the subcritical evaporation case �30.6 bar�, it is about
560 kJ/kgLNG, depending on the final temperature T23.

For a given mass flow rate of the cycle working medium, the
mass flow rates of needed fuel, of water and carbon dioxide re-
covered, and of LNG regasified can all be determined.

With 100 kg/s mass flow rate of CO2 at the combustor inlet
taken as reference, Table 2 summarizes the parameters, including
temperature, pressure, flow rate and composition, and thermody-
namic properties including exergy, of each stream for the subcriti-
cal pressure �30.6 bar� and temperature of 15 °C natural gas de-
livery. The mass flow rate of LNG regasified is found to be
54.69 kg/s, of which about 4% �2.2 kg/s� are sent to the combus-
tor as fuel for the cycle; and the amount of water and CO2 recov-
ered are found to be 4.93 kg/s and 6.03 kg/s, respectively.

The computed performance of the cycle is summarized in Table
3 �first column�. The total power produced is found to be 79.3

MW. Reduced by the power consumed for O2 separation, which is
roughly 7.9 MW ��10% �, the net power output is 71.4 MW,
resulting in an energy efficiency ��1� of 65% and exergy effi-
ciency ��2� of 51%. The difference between the efficiencies is due
to their definition �Eqs. �1� and �2��, where �1 does not take into
account the LNG coldness exergy, while �2 does. Consequently,
such a plant would produce about 124 MWe if installed with the
first Chinese LNG receiving terminal that has an import capacity
of 3,000,000 t per year �95 kg/s�.

Figures 3 and 4 are the t-Q diagrams for the recuperation sys-
tem and the LNG evaporation system, respectively, where Q is the
heat duty of a heat exchanger. Heat load distribution is not even
among the different heat exchangers. The minimal temperature
differences are present in HE1 and HE5. The pinch point in HE1
appears at the point where the H2O vapor contained in the hot LT
exhaust stream begins to condense. The minimal temperature dif-
ference, �Tp1, is 10 K in this case and one way to raise it is to
increase the flue gas temperature out of HE1�t10�, which will lead
to more flue gas exhaust heat for LNG evaporation. The pinch
point in HE5 appears at the point where CO2 begins to condense,
and �Tp5 is 5 K in this calculation. Reducing the pinch point
temperatures will increase the thermal performance, but larger
heat transfer surface area and more equipment investment will be
required.

The NG temperature at the HE5 outlet is −5 °C, still cold
enough to be used for local applications such as refrigeration and
air conditioning. The total heat duty of HE6 is 2.7 MW, and if
practical cooling can be accomplished up to t24=5 °C �rather than

Table 2 The stream parameters of CO2 cycle

No. t P G h s a Mole Composition

�°C� �bar� �kg/s� �kJ/kg� �kJ/kg K� �kJ/kg� CO2 H2O CH4 O2

1 −44.8 156 70 −9388.7 −2.289 255.9 1
2 201.6 153 70 −8832.3 −0.555 295.1 1
3 623.5 150 70 −8307.9 0.242 582.0 1
4 442.7 30.6 70 −8522.2 0.284 355.3 1
5 623.5 30 70 −8309.0 0.553 488.2 1
6 1300 29.1 110.96 −7578.1 1.266 1194.8 0.9 0.1
7 761.9 1.07 110.96 −8307.4 1.366 435.8 0.9 0.1
8 656.2 1.05 110.96 −8441.8 1.233 341.0 0.9 0.1
9 264.4 1.03 110.96 −8902.4 0.598 69.9 0.9 0.1

10 10 1.01 110.96 −9253.1 −0.349 1.368 0.9 0.1
11 10 1.01 4.93 −15,936.0 −9.298 1.677 1
12 10 1.01 106.03 −8955.0 0.021 0.886 1
13 −70 1 106.03 −9018.3 −0.239 15.18 1
14 61.1 6.63 106.03 −8915.4 −0.202 106.8 1
15 201.6 30.6 30 −8788.7 −0.169 223.8 1
16 623.5 30 30 −8309.0 0.553 488.2 1
17 53.8 6.565 76.03 −8922.0 −0.220 105.6 1
18 −48.8 6.5 76.03 −9406.9 −2.309 243.5 1
19 −44.8 156 6.03 −9388.7 −2.289 255.9 1
20 −162 1 54.69 −5557.9 −11.721 1086.2 1
21 −160.5 31.5 54.69 −5548.5 −11.702 1089.9 1
22 −126.7 31.2 54.69 −5425.8 −10.75 928.8 1
23 −5 30.9 54.69 −4751.8 −7.143 527.4 1
24 15 30.6 52.49 −4702.4 −6.961 522.4 1
25 15 30.6 2.2 −4702.4 −6.961 522.4 1
26 51.1 30 2.2 −4613.3 −6.659 521.7 1
27 25 1 �37.76 / / / air
28 15 30.6 8.76 −17.5 −0.942 264.3 1
29 51.1 30 8.76 17.8 −0.821 263.7 1
30 / / �29.0 / / / N2, Ar,…
31 25 1.01 130 −15,865.6 −9.056 0 1
32 20 1 130 −15,886.4 −9.126 0.098 1

Note: Combustor inlet CO2 mass flow rate of 100 kg/s assumed as references.
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all the way to 15 °C�, a modest contribution of about 1.3 MW of
cooling can be obtained and added to the overall useful output of
the system.

Table 4 shows the heat duties of the heat exchangers, and the
estimated required heat exchanger surface areas. There are seven

heat exchangers in the system: Recuperators �HE1,HE2, and
HE3�, LNG evaporators �HE4,HE5, and HE6�, and a fuel/O2 pre-
heater, HE7. The recuperators are conventional heat exchangers
with gas streams flow through both sides �ignoring the small
amount water condensation in HE1�. HE4 is a CO2 gas-to-CH4
liquid heat exchanger. As shown in Fig. 4, HE5 consists of two
parts, in the first part heat is exchanged between CO2 gas and
natural gas, in the second part CO2 is condensed due to cooling by
liquid, boiling, and gaseous CH4 with an overall heat transfer
coefficient estimated as 600 W/m2 K �28�1. In the calculation in
Table 4, the hot stream in HE6 is assumed to be water with the
inlet and outlet temperatures of 25 and 20 °C, respectively. The
total heat transfer area for the cycle is estimated to be 27,856 m2,
nearly 80% of which are the recuperators, and 20% the LNG
evaporators, the latter accommodating about 30% of the total heat
duty.

The exergy inputs, outputs, and losses are shown in Fig. 5 and
Table 5. Some important conclusions are: �1� The amount of cold-
ness exergy of the LNG adds about 28% to the fuel exergy used in
the cycle, and is 22% of the overall cycle exergy input �mf ·Hu

+mL ·aL�, �2� the base-case cycle uses 54% of the coldness exergy
of the LNG for power generation, �3� the largest exergy loss, 21%,
is in the combustor, consistent with general values found in the
literature �29�; this loss can be straightforwardly decreased only
by increasing the inlet temperature of the LT turbine beyond the
assumed 1300 °C, which would be possible if more advanced tur-
bines are used, �4� obviously, the addition of any component for
improving cycle efficiency introduces exergy losses associated
with the component, here the most significant ones are in the heat
exchangers HE5 �8.2%�, HE4 �5.2%�, and HE1 �3.4%�; these
losses can be decreased by decreasing the temperature differences
between the heat exchanging streams �Figs. 3 and 4�, but this
would obviously require larger or/and more complex heat ex-
changers. The LMTDs of different heat exchangers are shown in
Table 4. HE3 and HE4 have the biggest LMTDs among the heat
exchangers, while exergy loss in HE3 is relatively smaller because
of the high heat transfer temperature. To reduce the system exergy
loss further calls for synthetic optimization of both cycle configu-

1Precise determination of heat exchanger aresas requires their detailed design
specification. The estimates here are very rough, based on the assumption that the
heat exchangers are of the shell-and-tube type, and using average typical overall heat
transfer coefficient values for these heat exchanger processes and fluids as found in
the process heat transfer literature �28�. Use of better heat exchangers, such as plate
type, may reduce the required heat transfer area by as much as an order of magni-
tude.

Table 3 Performance summary of different cycle configurations

Base-case No-LNG Reheat Intercooling
Reheat+

intercooling

LT turbine work �MW� 80.9 80.5 44.6 81.3 44.9
MT turbine work �MW� 0 0 43.0 0 43.2
HT turbine work �MW� 15.0 15.1 16.3 14.6 16.3

LC compressor work �MW� 10.9 14.0 11.0 10.9 11.0
MC compressor work �MW� 0 13.7 0 0 0
HC compressor work �MW� 3.8 4.6 3.9 2.6 2.6

LNG pump work �MW� 0.5 0 0.5 0.5 0.5
CO2 pump work �MW� 1.4 1.3 1.4 1.4 1.4

Fuel/O2 expander �MW� 0 0 0.6 0 0.6
O2 separation work �MW� 7.9 7.7 8.4 8.1 8.7
Net power output �MW� 71.4 54.1 79.4 72.4 80.8

LNG mass flow rate �kg/s� 54.7 0 54.9 54.7 55.0
Fuel ratio �%� 4.02 / 4.28 4.14 4.42

Fuel energy input mf ·Hu �MW� 109.9 107.2 117.6 113.3 121.5
LNG exergy input mL ·aL �MW� 30.5 0 30.7 30.9 31.0

Energy efficiency �%� 65.0 50.5 67.5 63.9 66.5
Exergy efficiency �%� 50.9 50.5 53.6 50.2 53.0

Fig. 3 t-Q diagram in CO2 recuperation system

Fig. 4 t-Q diagram in LNG evaporation system
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ration and stream parameters. �5� Figure 5 shows clearly that the
proposed configuration of the cycle allows a large fraction of the
exergy to be usefully reused internally.

Key Parameters and Discussion
The key parameters that have influence on the cycle perfor-

mance include the Brayton cycle mass flow rate ratio Rg, the
low-pressure turbine inlet temperature t6, the cycle high and inter-
mediary pressure level Ph and Pm.

The Brayton cycle mass flow rate ratio Rg is defined as the ratio
of the mass flow rate of stream 16 �Fig. 1� over that of the total
CO2 recycled in the system.

Rg = m16/�m5 + m16� �4�

If Rg equals 1, the plant becomes a pure Brayton cycle, and less
flue gas exhaust heat will be recovered in the recuperation system
due to the sizeable increase of the flue gas temperature at the inlet
of the LNG evaporation system. This temperature equals to the
sum of t15 and a temperature difference needed for heat transfer in
HE2. At the other extreme, if Rg=0, it is still a kind of quasi-
combined cycle of a Brayton and a supercritical Rankine-type
one, similar to the “MATIANT” cycle �25�, and the higher heat
capacity of the compressed liquid CO2 will lead to a larger tem-
perature difference between LT outlet flue gas and CO2 entering
the combustor, t7− t5. Variation of Rg will thus not only change the
flue gas heat distribution between the recuperation system and the
LNG evaporation system, but also the heat balance inside the
recuperation system itself. Calculation shows that both energy ef-

ficiency and exergy efficiency increase by about 3 to 4 percentage
points for every 100 °C increase of t6 �LT inlet temperature� or
20% increase of Rg. Increasing Rg means that more flue gas waste
heat is recovered in the recuperation system, and the pinch point
temperature difference in HE1��Tp1� will drop accordingly, Rg

reaches its upper limit when �Tp1 drops to the accepted lowest
value. The specific power output w increases with the increase of
t6 and with the decrease of Rg.

A relatively high level for Ph and Pm was employed in some
past studies of power cycles with CO2 separation, for example,
they are 240 bar and 60 bar, respectively, in the “COOPERATE”
�20,22� and “COOLENERG” cycles �26�, and 300 bar and 40 bar
in the “MATIANT” cycle �25�. To relieve the technical problems
incurred by these high pressure levels, the pressure Ph and Pm is
chosen in our cycle to be 150 and 30 bar for the design point.

Computations show that both Ph and Pm have positive impact
on the efficiencies and specific power output within certain calcu-
lation range �Pm=15–55 bar and Ph=100–200 bar�. When Ph in-
creases from 150 bar to 200 bar for Pm=25 bar, the efficiencies
increase by about 0.6 percentage point; and they increase by 1.7
percentage points when Pm increases from 15 to 25 bar for Ph

=150 bar. Obviously Pm has a more notable influence on the cycle
thermal performance than Ph, clearly because the power output of
the LT turbine is several fold bigger than that of the HT turbine.
Increasing Ph and Pm results in the lowering of the HT and LT
turbine flue gas temperature, respectively, leading to the drop of

Table 4 Heat exchanger surface area estimation

Heat
exchanger

Q
�MW�

UA
�kW/K�

LMTD
�K� U �28� �W/m2K�

A
�m2�

A
�%�

�A
�m2�

Recuperators
HE1

38.95 1005.76 38.7 99 10,159.2 36.5
21,968HE2

51.10 1011.75 50.5 93 10,879.0 39.0
HE3

14.93 86.47 172.7 93 929.8 3.3

LNG evaporators HE4
6.71 59.63 112.5 99 602.3 2.2

5,632HE5
36.86 1124.2 32.8 93/600 4645.6 16.7

HE6
2.699 164.97 16.4 429 384.6 1.4

Fuel/O2 preheater HE7
0.50 23.73 21.1 93 255.1 0.9 255

Fig. 5 The exergy flow diagram for the base-case cycle
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the pinch point temperature difference �Tp1, but it is not neces-
sary to have very high values of Ph, since the HT turbine contrib-
utes less to the cycle power output.

Compared with the above-mentioned cycles, our cycle has two
new features: first, while Rg=0 �no HC compressor� in those
cycles, Rg�0 in our cycle, which allows a much better turbine
exhaust heat recovery in the recuperation system; second, integra-
tion here with the LNG evaporation process accomplishes CO2
condensation at a much lower pressure. As a result, the computed
energy efficiency is as high as 65% with the enabling technologies
�TIT=1300 °C, Ph=150 bar and Pm=30 bar�, which is about 10
to 15 percentage points of increment compared with the other
above-mentioned cycles.

The typical cryogenic equipment for air separation consumes
about 0.2–0.28 kWh of electric power per kilogram of O2 sepa-
rated �13�, depending on the product purity, production capacity
and so on. It is found through the calculation that the power con-
sumed for O2 production is nearly 10% of the total power output,
and every 10% reduction in the power needed for air separation
will increase both efficiencies and power output by about 1.1%.
Clearly, one way to improve system performance is to optimally
integrate the air separation with the rest of the system.

Comparison of Different Cycle Configurations
With the base-case cycle described in Figs. 1 and 2 as refer-

ence, different system configurations were modeled and analyzed
to further explore the effect of LNG exergy application and to
examine the potential for performance improvement. These con-
figurations include one where no LNG is used, one in which in-
tercooling is used, one with reheat, and one with reheat and plus
inter cooling. The corresponding t-s diagrams are shown in Figs.
6–9, respectively.

Figures 10 and 11 show the cycle layout for the cycle without
use of LNG coldness �no-LNG case�, and the intercooling+reheat
cycle, respectively. The reheat cycle is the combination of the left
part of the schematic shown in Fig. 1 and the right part of that in
Fig. 11. Similarly, the intercooling cycle is the combination of the
right part of Fig. 1 and the left part of Fig. 11.

If LNG is not used for its coldness, as in reference �30�,
then a multi-stage compression process with intercooling
13→14→13→15→17→13�→14�→18 �in Fig. 10� is adopted to
bring the CO2 up to a liquid state of 80 bar and 30 °C, instead of
the CO2 condensation process. This brings two advantages: Elimi-
nation of noncondensable gases and the associated problems, and
elimination of the need for a condenser. The cycle in Fig. 6 can
hence be regarded as a combination of the “MATIANT” cycle and
a CO2 Brayton cycle with intercooling. Unlike all the other ones,
this cycle works above the ambient temperature. It uses cold water
as the intercooler coolant with the temperature varying from 15 to
20 °C. The specific power output is about 76% of that of the
base-case cycle, and it has the same energy efficiency and exergy
efficiency, which can reach 50%.

When reheat is employed, the low-pressure turbine outlet tem-
perature t7 can be raised significantly �to over 1000 °C, Figs. 7
and 9�, and the turbine exhaust heat is large, able to raise tem-
perature of the cold streams in HE2 to a higher magnitude. How-
ever, for practical turbine materials, the high pressure turbine HT
inlet temperature is restricted to 700 °C in the calculations, and

Table 5 Exergy inputs, outputs, and losses decomposition in
the cycle

Exergy inputa �%�

Chemical exergy Fuel LHV 78.238
Physical exergy

�stream in�
20; LNG 42.300
28; O2

1.649
31; H2O 0.0

Sum 122.187

Exergy outputa �%�

Power output Wnet
50.860

WASU
5.617

Physical exergy
�stream out�

11; H2O 0.0059
19; CO2

1.099
24; CH4

19.525
32; H2O 0.0091

Component exergy losses B 21.058
HE5

8.167
HE4

5.194
HE1

3.461
LT 2.352
HE2

1.471
HE3

0.866
LC 0.853
HT 0.619
PC

0.312
PL

0.222
HC 0.206
HE6

0.186
HE7

0.07
S 0.035

Sum 122.188

aValues are based on �mf ·Hu+mLaL�=78.238% + �42.3−20.538�% =100% �Eqs. �2�
and �3��.

Fig. 6 t-s diagram for CO2 cycle without LNG

Fig. 7 t-s diagram for CO2 cycle with reheat
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the excess amount of LT exhaust heat is used to raise the combus-
tor inlet temperature to a higher lever �point 5 /16� in Figs. 7 and
9. The layouts of the cycles in Figs. 10 and 11 are somewhat
different from that in Fig. 1 in terms of the number and the order
of the heat exchangers�.

The performances are summarized and compared in Table 3 and
Figs. 12–14 as functions of the intermediary pressure Pm. A fuel
compressor �or expander� is needed when the combustion pressure
in B is higher �or lower� than the natural gas delivery pressure.
The efficiencies and power output are found to increase monotoni-
cally with Pm within the whole calculation range of Pm �from 20
to 40 bar�, with a diminishing rate.

Employing reheat is seen to improve performance: both the
energy efficiency and exergy efficiency increase by 2 to 3 percent-
age points, and the specific power output increases by about 11%.

Employing intercooling increases the specific power output
slightly, by 1.3% on average, but the energy and exergy efficiency
coincidentally drop by more and less than 1 percentage point,
respectively. From Figs. 8 and 9, in the intercooling cycle, the
working fluid temperature after compression is lower, but the hot
stream temperature at the recuperator outlet t10 is fixed. This re-
sults in a lower combustor inlet temperature and thus more fuel is
needed to raise the temperature to the desired turbine inlet tem-
perature, which explains the efficiency drop. In the intercooling

Fig. 8 t-s diagram for CO2 cycle with intercooling Fig. 9 t-s diagram for CO2 cycle with intercooling and reheat

Fig. 10 CO2 cycle flow sheet without LNG cold exergy utilization
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cycle, all of the working fluid needs to be cooled down by LNG
after the first stage of compression �14→17→13� in Fig. 11�.
Therefore, the amount of heat available in the LNG evaporation
system will bring the evaporated natural gas to the near-ambient
temperature, leaving no extra coldness for air conditioning.

The comparison between the reheat+intercooling cycle with the
reheat cycle is similar to the comparison between the intercooling
cycle with the base-case cycle. As known in general, incorpora-
tion of reheat or intercooling alone can increase the cycle power
output, but not necessarily improve the efficiency, because of the

higher turbine flue gas temperature in the cycle with reheat, or the
lower compressor outlet temperature in the cycle with intercool-
ing. It is also known that incorporation of recuperation �internal
heat regeneration� may have other consequences. Unlike the situ-
ation in this paper, if the recuperator hot stream outlet temperature
drops in the cycle with intercooling, it is possible to increase the
overall efficiency as well.

Compared with the base-case cycle, the energy efficiency of the
no-LNG case is lower by nearly 15 percentage points, but their
exergy efficiencies are about the same. Its exergy efficiency is

Fig. 11 CO2 cycle flow sheet with reheat and intercooling

Fig. 12 The influence of Pm on thermal efficiency Fig. 13 The influence of Pm on exergy efficiency
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between that of the base-case cycle and the one with intercooling
�Fig. 13�. From Table 3, the LNG coldness contributes nearly 22%
to the total base-case cycle exergy input, and it converts to power
at almost the same efficiency as the fuel exergy does.

Among the cycle configurations studied in this paper, the reheat
cycle has the highest efficiencies, while the reheat+intercooling
cycle has the highest specific power output. It should, however, be
noted that the recuperator material needs then to bear a tempera-
ture as high as 1000 °C.

The heat exchanger surface areas for different cycle configura-
tions are also estimated and compared in Table 6. Differences
mainly exist in the recuperation system. Compared with the base-
case cycle, it was found that reheat cycle requires 54% additional
heat transfer area, and the no-LNG cycle and intercooling cycle
require 18% and 9% less, respectively.

Conclusions
A novel power cycle producing zero CO2 emission by integra-

tion of LNG cryogenic exergy utilization is proposed and thermo-
dynamically modeled. The main merits of the system include:

�1� Good thermodynamic performance, with the energy and ex-
ergy efficiencies reaching 65% and 51%, respectively, us-
ing conventional technologies, despite the power consumed
for air separation; this is in part because the amount of
coldness exergy of the LNG adds about 28% to the fuel
exergy used in the cycle, and

�2� Negligible release of pollutants to the environment;
�3� Removal of high-pressure liquid CO2 ready for sale or dis-

posal;
�4� Valuable byproducts: condensed water, liquid N2, and Ar;

and
�5� Full exploitation of the LNG evaporation process.

The exergy analysis identified the largest exergy loss, 21% �of
the total exergy input�, to be in the combustor, which can be
straightforwardly decreased only by increasing the inlet tempera-
ture of the LT turbine beyond the assumed 1300 °C. The most
significant other exergy losses are in the heat exchangers HE5

�8.2%�, HE4 �5.2%�, and HE1 �3.4%�, and these losses can be
decreased by decreasing the temperature differences between the
heat exchanging streams, but this would obviously require larger
or/and more complex heat exchangers. The proposed configura-
tion of the cycle allows a large fraction of the exergy to be use-
fully reused internally.

The influences of some key parameters on the cycle perfor-
mance, including the Brayton cycle mass flow rate ratio, the low-
pressure turbine inlet temperature and pressure levels, are dis-
cussed. Energy efficiency and exergy efficiency increase by about
3 to 4 percentage points for every 100 °C increase of t6 �LT inlet
temperature� or 20% increase of Rg. The specific power output w
increases with the increase of t6 and with the decrease of Rg. Both
Ph and Pm have a positive impact on the efficiencies and specific
power output within the calculation range; and Pm has a more
notable influence on the cycle thermal performance than Ph. It is
also found that every 10% reduction in the power needed for air
separation will increase both efficiencies and power output by
about 1.1%.

The total needed heat exchanger area is about 390 m2/MWe for
the base-case cycle, �75% of which are the recuperators HE1 and
HE2. Employing larger heat transfer temperature differences can
effectively reduce the heat transfer surface area, but will lead to a
reduction of thermal efficiency. A formal thermoeconomic optimi-
zation is obviously called for. The pinch point temperature differ-
ence in the recuperation system is one of the main constraints to
performance improvement, its influence and parameter optimiza-
tion call for further study.

Among the different cycle schemes investigated, it was found
that highest efficiencies’ improvement over the base-case can be
obtained by employing reheat but only by by 2 to 3 percentage
points, and this would also increase the specific power output by
more than 10%. The major practical restrictions to employing re-
heat is the high recuperator inlet temperature for reheat cycle, and
a 54% increase in the overall heat transfer surface. Compared with
the base-case, incorporation of intercooling lowers efficiencies
and slightly increases power output. If no LNG coldness is used,
the cycle operates in the same temperature range as conventional
power plants do, the required heat exchange area is reduced by
18% �only�, the specific power output is reduced by one quarter,
and the efficiency can reach 50%, about 15 percentage points
lower than that of the base-case cycle.

Based on this analysis, the proposed base-case plant �which was
not optimized yet� would produce 124 MWe if installed with the
first LNG terminal in China that has an import capacity of
3,000,000 t /yr, and the capacity can be increased up to 137 MWe
and 140 MWe for reheat cycle and reheat/intercooling cycle, re-
spectively.
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Nomenclature
A � heat exchanger surface area �m2�

Fig. 14 The influence of Pm on specific power output

Table 6 Heat exchanger surface area comparison of different cycle configurations

No LNG Reheat Intercooling Reheat/intercooling Base-case

Recuperators �m2� 18,664 36,940 18,742.5 28,551.2 21,968
Others �m2� 4,225.6 5,967.3 6,702.1 6,804.8 5,887.6

Total area �A�m2� 22,889.6 42,907.3 25,444.6 35,356.0 27,855.6
�A /�Aref �%� 82.2 154.0 91.3 126.9 1
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a � specific exergy �kJ/kg�
m � mass flow rate �kg/s�

Hu � fuel LHV value �kJ/kg�
h � specific enthalpy �kJ/kg�
P � pressure �bar�

Rg � mass flow rate ratio of Brayton cycle �%�, Eq.
�4�

s � specific entropy �kJ/kg·K�
T � temperature �K�
t � temperature �°C�

Q � heat duty �MW�
U � overall heat transfer coefficient �W/m2 K�
W � power output �MW�
w � specific power output �kJ/kg�

�TP � pinch point temperature difference �K�
�1 � energy efficiency
�2 � exergy efficiency

Subscripts
f � fuel
h � high pressure
m � intermediary pressure

net � net output
L � liquefied natural gas
l � low pressure

1…30 � states on the cycle flow sheet
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Component Map Generation of a
Gas Turbine Using Genetic
Algorithms
In order to estimate the precise performance of the existing gas turbine engine, the
component maps with more realistic performance characteristics are needed. Because the
component maps are the engine manufacturer’s propriety obtained from very expensive
experimental tests, they are not provided to the customers, generally. Therefore, because
the engineers, who are working the performance simulation, have been mostly relying on
component maps scaled from the similar existing maps, the accuracy of the performance
analysis using the scaled maps may be relatively lower than that using the real compo-
nent maps. Therefore, a component map generation method using experimental data and
the genetic algorithms are newly proposed in this study. The engine test unit to be used
for map generation has a free power turbine type small turboshaft engine. In order to
generate the performance map for compressor of this engine, after obtaining engine
performance data through experimental tests, and then the third order equations, which
have relationships with the mass flow function, the pressure ratio, and the isentropic
efficiency as to the engine rotational speed, were derived by using the genetic algorithms.
A steady-state performance analysis was performed with the generated maps of the
compressor by the commercial gas turbine performance analysis program GASTURB

(Kurzke, 2001). In order to verify the proposed scheme, the experimental data for veri-
fication were compared with performance analysis results using traditional scaled com-
ponent maps and performance analysis results using a generated compressor map by
genetic algorithms (GAs). In comparison, it was found that the analysis results using the
generated map by GAs were well agreed with experimental data. Therefore, it was con-
firmed that the component maps can be generated from the experimental data by using
GAs and it may be considered that the more realistic component maps can be obtained if
more various conditions and accurate sensors would be used. �DOI: 10.1115/1.2032431�

Introduction
Performance simulation is one of the most important activities

not only to minimize risk and cost in the development phase but
also to monitor engine health in the operation phase. In order to
simulate gas turbine performance, it is absolutely needed that a
condition, in which each engine performance must follow its own
component characteristics, should be satisfied �1�. Generally, each
component characteristic can be obtained from the component
performance test at various operating and environmental condi-
tions. However, it can be usually done in the case of the engine
development stage. Moreover, it is not generally disclosed to en-
gine users because of very expensive and important technical data.
Obtaining the studying engine component map is a very important
issue to engineers, who want to predict and diagnosis the engine
performance. Engine users or engineers, who are observing engine
performance, have been mostly utilizing the known engine com-
ponent characteristics by scaling. Even though there are various
scaling methods, current traditional methods are mostly using a
technique in which first the scaling factors are derived from com-
parison between design point data and a new design point of the
given original maps and then the scaled maps can be obtained by
multiplying the derived scaling factors to off-design point map
data of the original performance maps �2�. However, this tech-
nique may be reasonable if the derived scaling factors are close to
1.0 because it has similar performance between the original en-

gine and the scaled engine. Therefore, performance analysis re-
sults using this technique may usually agree well with the mea-
sured performance result of the scaled engine around the design
point. However, if calculation at off-design points were performed
from the on-design point, it would have a drawback that the cal-
culation error of this technique may be increased.

A statistical analysis of many compressor maps was performed
by Kurzke �3�. According to his study, a reference point on each
map was employed to normalize its map. Then, the topology of
the normalized map was captured with three characteristic num-
bers that describe the region at the highest efficiency, the mass
flow-speed relationship, and the shape of the speed lines. How-
ever, if various kinds of component performance maps can exist
for mating, it has a limitation in general use. In order to reduce the
analyzed performance error, a scaling method for characteristics
of gas turbine components using experimental data or partially
given data from engine manufacturers was proposed by Kong �4�.
This method can be realized by using the following procedure.
First, after obtaining the scaling maps with the scaling factors of
components from the known performance data or the known ex-
perimental data by engine manufacturers at some operation points,
it can construct the new component maps using the system iden-
tification technique built by a mathematical model between input
�scaling factors at some given conditions� and output parameters
�pressure ratio, mass flow rate, and efficiency� with polynomial
equations, and finally analyzing the engine performance with the
identified maps. This method is able to obtain much closer com-
ponent maps to the real engine component maps than the tradi-
tional scaling method with reference data from a design point at
off-design points. Therefore, the method can reduce considerably
the performance analysis error at off-design points. However, be-
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cause this method cannot predict well the shape of the speed lines,
there is a limitation in realization of the real component
characteristics.

Therefore, this study proposes a method to generate the com-
pressor map using the GAs �genetic algorithms� �5�. The GAs is a
stochastic global search method that mimics the metaphor of natu-
ral biological evolution. The GAs operates a population of poten-
tial solutions by applying the principle of survival of the fittest to
produce better approximations to a solution �6�. The gas turbine
engine to acquire the experimental data was the maximum 4-kW
class small turboshaft engine with a free power turbine. There
were some difficulties to perform modeling the engine compo-
nents and the performance analysis due to the very crude com-
pressor map without turbine maps from the engine manufacturer.
Moreover, the compressor is deteriorated due to long time use.
Therefore, regeneration of component maps are needed to model
and analyze the current engine. In order to generate the very pre-
cise maps for the compressor, the third-order equations with the
relationships between the mass flow function, the pressure ratio,
and the isentropic efficiency depending on the engine rotational
speed were derived from performance data through experimental
tests using the GAs. In order to evaluate the proposed scheme, the
analysis results using the maps derived by the GAs were com-
pared with them using the maps scaled maps from the commercial
program GASTURB �7�.

Derivation of Component Perofrmance Parameters
Through Experimental Test

The gas turbine used to obtained maps is a maximum 4-kW
class small turboshaft engine with a free power turbine. It has a
gas generator composed of a compressor, a combustor, and a com-
pressor turbine, a power turbine, the loading system, the starting
system, the ignition system, the lubrication system, and the mea-
surement system. Figure 1 shows the thermodynamic schematic
diagram of the small turboshaft engine �8�.

Both wet gages, such as the bourden tube and the differential
mercury manometer, and electronic transducers were used to mea-
sure various pressures, and the diode probes for low-temperature
measurements of air and fuel and the NiCr/NiAl thermocouples

for high-temperature measurements of the combustion gas were
used. The flow rate of the fuel was measured by the tapered tube
float flow meter.

For measurement of the air flow rate, both the pitot-reverse tube
and the differential manometer were used, and the tachometers
were used for measurement of the rotational speeds.

After test data such as temperatures, pressures, fuel flows, air
flows, rotor speeds, powers, etc., were acquired, and then the com-
ponent characteristic parameters such as the pressure ratio, the
mass flow parameter, and the isentropic efficiency of each com-
ponent were calculated by using thermodynamic equations. The
test was repeated, and the experimental data were finally corrected
to the standard condition, and they were averaged for accurate
calculation.

The following equations are to calculate the characteristic pa-
rameters of compressor and turbine from the measured data:

PRC =
P02

P01
�

P3

Pa
, �1�

MFPC = m1
1.0132

P1

� T1

288.15 = 6.7�h 1.0132
P1

� T1

288.15 , �2�

�C =
� P02

P01
���−1�/�

− 1
T02

T01
− 1

�
� P3

P01
���−1�/�

− 1
T02

T01
− 1

, �3�

PRT =
P3

P4
, �4�

MFPT =
ṁ3

�T03

P3
=

�ṁ1 + ṁf��T03

P3
, �5�

�T =
1 −

T04

T03

1 − � P04

P03
���−1�/� �

1 −
T04

T03

1 − � P4

P3
���−1�/� . �6�

The corrected rotational speed defines as follows:

CN =
N
��

. �7�

Traditional Components Scaling Method
In the commercial performance analysis program GASTURB, the

design point calculation for the mass flow parameter, the pressure
ratio, and the isentropic efficiency of the component can be
matched with a reference point for scaling the original map.

The design point must be correlated with the map. This means
that one point in the map has to be a reference point �subscript
R,map�, the design point �subscript dp�. As a default, the reference
point is defined to be �R,map=0.5 and N / ��R,map=1.0. The map
scaling factors can be calculated as follows �6�:

fMass =
�ṁ��R/��dp

�ṁ��R/��R,map � fW,RNI

, �8�

fEff =
�dp

�R,map � f�,RNI
, �9�

fPexit/Pinlet =
�Pexit/Pinlet�dp − 1

�Pexit/Pinlet�R,map − 1
, �10�

where assuming f�,RNI=0.99 and consequently fw,RNI=0.995.
In the steady-state performance analysis, the used compressor

map was provided by the engine manufacturer, the compressor
and power turbine maps were used by scaling the “radtur.map” of
the GASTURB program.

Fig. 1 Thermodynamic schematic diagram of the small tur-
boshaft engine
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Map Generation Using GAs
Genetic algorithms are stochastic search algorithms inspired by

the principles of natural selection and genetics. A population of
candidate solutions must be maintained, and individuals have to
be made to compete with each other for survival. Once evaluated,
stronger individuals are given by a greater chance of contributing
to the production of new individuals �the offspring� than weaker
ones, which may not even contribute at all. Offspring are pro-
duced through recombination, whereby they inherit features from
each of the parents, and through mutation which can confer some
truly innovative features as well. In the next selection step, off-
spring are made to compete with each other, and possibly also
with their parents. Improvement of the population arises as a con-
sequence of the repeated selection of the best parents, which are in
turn more likely to produce good offspring, and the consequent
elimination of low performers �9�.

In this study, the component maps are identified from the ex-
perimental data using the genetic algorithm characteristics men-
tioned above. The maps for compressor can be expressed as the
related functions of the engine rotational speed versus the pressure
ratio, the mass flow function, and isentropic efficiency.

The mass flow parameter, the pressure ratio, and the efficiency
for constructing the component map are calculated from the mea-
sured experimental data and these component parameters are cor-
rected to the standard atmospheric condition. Here the mass flow
function becomes a function of the pressure ratio and the rota-
tional speed as follows:

MFPN = aPR3 + bPR2 + cPR + d . �11�
Additionally, the isentropic efficiency is a function of the mass

flow parameter as follows:

EFF = aMFP3 + bMFP2 + cMFP + d . �12�
A simple genetic algorithm is applied to find the unknown co-

efficients a, b, c, and d. After constructing “n” number data sets
from Eqs. �11� and �12� through many tests, the absolute value of
the following object function is minimized:

Objetfuc =
��

i=1

n

errori
2

n
, �13�

where, the “error” is defined as the percentage error about arbi-
trary a, b, c, and d, respectively.

In the GAs, individuals are considered at two levels: the phe-
notypic level and the genotypic level. An individual’s phenotype
is its value in the domain over which the objective function is

defined, constituting a candidate setting for the decision variables
of the problem. On the other hand, an individual’s genotype is a
representation of its phenotype at a lower level, analogous to the
genetic sequences contained in biological chromosomes, which
the computer stores and the GA manipulate. The phenotype is
therefore encoded in the genotype, as a real encoding in this study.

Random initialization is applied to produce initial population,
so 60 populations and four chromosomes are used. Individuals are
evaluated via the objective function which defines the problem.
The fitness of each individual is normalized by using the scaling
windows scheme. Selection, crossover, and mutation are used to
obtain the genetic operator for reproduction. Selection is the pro-
cess of choosing individuals to participate in the production of
offspring proportionally to their fitness. In this study, a gradient-
like selection scheme is used. The modified simple crossover tech-
nique is used to crossover operation. In mutation operation, the
dynamic mutation method is applied. Crossover rate and mutation
rate are 0.9 and 0.01 in this study, respectively �10�.

Figure 2 shows the structure of the applied GAs for the study
�10�.

Figure 3 shows that the absolute value of the object function is
finally converged to zero.

In this calculation, the number of generation is 300, and the
range of unknown coefficients is assumed from −4 to 4.

The compressor map generated by GAs is shown as Fig. 4.

Fig. 2 Flow chart of genetic algorithm
Fig. 3 Converge of object function as generation

Fig. 4 Compressor map generated by GAs
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Verification of the Proposed Scheme
In order to verify the proposed scheme, the experimental data

were selected at the ambient temperature condition of 296 K. And
the selected experimental data for verification were compared
with performance analysis using traditional scaled component
maps and performance analysis using compressor map generated
by GAs.

Figure 5 shows the comparison results of power, fuel flow,
SFC, and air flow from 65,000 RPM to 90,000 RPM with 5000
RPM intervals. The experimental data seem of rather nonlinear
character in this figure. It was considered that the error of mea-
surement occurred due to old sensors and data of nonfiltered
noise.

Table 1 shows the relative error for scaled method and GAs
method to experimental data.

As performance analysis results were compared to experimental
data, the total mean error of power, fuel flow, SFC, and air flow is
respectively 3.2%, 5.4%, 6.0%, and 4.6% in using the scaled map
and it is, respectively, 1.7%, 3.1%, 3.7%, and 2.5% in using the
map by GAs. It was found that the analysis results using the map
by GAs agreed well with experimental data. But the error still

remained. Therefore, it may be considered that the more realistic
component maps can be obtained if more various conditions and
accurate sensors would be used.

Conclusion
In this study, a component map generation method using ex-

perimental data and GAs was newly proposed. In order to gener-
ate the performance map for compressor of this engine, first we
obtained engine performance data through experimental tests, and
defined the relationships between the pressure ratio, the mass flow
parameter, and isentropic efficiency of compressor as the third-
order equation, then found unknown coefficients a, b, c, and d
using GAs, finally generated compressor map using Polyval.m
function of MATLAB. This compressor map was transformed into
recognizable map type of GASTURB using SMOOTH-C. And the ex-
perimental data for verification were compared with performance
analysis results using traditional scaled component maps and per-
formance analysis results using a compressor map generated by
GAs. In comparison, it was found that the analysis results using
the map by GAs agreed well with experimental data.

Fig. 5 Power, fuel flow, SFC, and air flow as to RPM

Table 1 Relative error for scaled method and GAs method to experimental data

RPM
Power �kW� MF �kg/s� SFC �kg/ �kW*h�� MA �kg/s�

scaled
map �%�

GAs
map �%�

scaled
map �%�

GAs
map �%�

scaled
map �%�

GAs
map �%�

scaled
map �%�

GAs
map �%�

65,000 4.22 1.02 5.34 3.15 9.98 2.11 4.30 1.28
70,000 2.47 0.29 5.65 5.77 8.33 5.50 5.55 0.09
75,000 0.16 2.18 8.64 1.94 8.81 0.24 5.18 1.92
80,000 2.68 3.19 5.46 0.22 2.70 3.51 3.96 4.42
85,000 4.21 2.73 0.01 2.97 4.41 5.86 6.98 6.04
90,000 5.44 0.51 7.53 4.45 1.98 4.99 1.79 1.06
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Therefore, it was confirmed that the component maps can be
generated from the experimental data by using GAs and it may be
considered that the more realistic component maps can be ob-
tained if more various conditions and accurate sensors would be
used.
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Nomenclature
CN � corrected rotational speed
CP � specific heat at constant pressure

f � scaling factor
MFP � mass flow parameter

ṁ � mass flow rate
ṁf � fuel flow rate
N � true rotational speed

N.M. � new scaling method for component maps
PR � pressure ratio

RPM � revolution per minute
� � efficiency
� � T/288.15 K

�R � R�T�R dry air�288.15 K�
� � P /1.01325 bars
h � �p /	H2Og

a, b, c, d � unknown coefficients of a function
Objetfuc � object function

Error � percentage error for unknown coefficients
� � auxiliary coordinate in maps

Subscripts
C � compressor
T � turbine

dp � design point
R � reference point

RNI � Reynolds number index
W � mass flow
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The Effect of Water Injection on
Multispool Gas Turbine Behavior
Background: The injection of water droplets into industrial gas turbines is now common-
place and is central to several proposed advanced cycles. These cycles benefit from the
subsequent reduction in compressor work, the increase in turbine work, and (in the case
of recuperated cycles) reduction in compressor delivery temperature, which all act to
increase the efficiency and power output. An investigation is presented here into the effect
such water droplets will have on the operating point and flow characteristics of an
aeroderivative gas turbine cycle. Method of Approach: The paper first describes the
development of a computer program to study the effects of water injection in multispool
industrial gas turbines. The program can operate in two modes: the first uses pre-
determined nondimensional wet compressor maps to match the components and is in-
structive and fast but limited in scope; the second uses the compressor geometries as
input and calculates the wet compressor operating conditions as and when required. As a
result, it is more computationally demanding, but can cope with a wider range of cir-
cumstances. In both cases the compressor characteristics are calculated from a mean-line
analysis using suitable loss, deviation and blockage models, coupled with Lagrangian-
style droplet evaporation calculations. The program has been applied to a three-spool
machine to address issues such as the effects of water injection on power output and
overall efficiency, and the off-design nature of the compressor operation. Results: Pre-
liminary results calculated on this basis show similar trends to predictions for single-
shaft machines, namely that air mass flow rates and pressure ratios are increased by
water injection, and that early stages of the compressor are shifted towards choke and
rear stages towards stall. The LP compressor in particular operates at severely off-design
conditions. Conclusions: The predicted overall performance of the three-spool machine
shows a substantial power boost and a marginal increase in thermal efficiency.
�DOI: 10.1115/1.2032432�

1 Introduction
The injection of water into gas turbines is not a recent concept.

As early as 1903 Ægidius Elling �1� came up with the idea of
spraying water into the air stream before, and during, the com-
pression process. Wilcox and Trout �2� have also described the
benefits of water injection for jet engines. In more recent years
further studies have been carried out as the pressure to reduce
emissions and increase efficiencies and power outputs has
mounted. Some of these are outlined below.

Several studies exist which explore the effects of water injec-
tion on the multistage compressors of single-shaft machines
�3–6�. The general conclusion of these studies is that injection of
water into a compressor operating at fixed speed results in a shift-
ing of the characteristics to higher mass flow and higher pressure
ratio, as if operating at higher speed. Individual stages, however,
tend to operate at off-design conditions �7,8�, thereby impairing
the aerodynamic performance and offsetting some of the initial
benefit of wet compression. In two- and three-spool machines, the
HP and IP shaft speeds are not fixed, which provides some degree
of flexibility. The possibility that this might alleviate the off-
design difficulties, and the potential use of multispool aeroderiva-
tive engines for wet-compression cycles provide the motivation
for the current study.

To date, there have been relatively few investigations of water-
injected multispool gas turbines. Roumeliotis et al. �9� studied
water injection for a twin-spool machine, but only for the case

where all the evaporation takes place in mixing chambers between
compression stages. Bassily �10� also considered the effect of
evaporative intercooling for a twin-spooled gas turbine, and Sex-
ton and Urbach �11� looked at the case of a single-spooled ma-
chine with an additional power turbine. In the latter study, com-
pressor characteristics were generated from mean-line
calculations, coupled with a simple diffusion controlled droplet
evaporation model �assuming no velocity slip� and correlations for
off-design efficiencies. By redesigning the power turbine to main-
tain the same air-flow rate, Sexton and Urbach �11� reported a
10% increase in power output �with a small increase in efficiency�
for a 1% water injection rate.

Regarding the issue of droplet size, Utamura et al. �12� and
Sexton and Urbach �11� suggest that droplets of 10 �m diameter
or less should remain entrained in the flow, though it would seem
that such droplets would experience at least moderate velocity
slip. Current technology for inlet fog boost �IFB� systems pro-
vides droplets upwards of 15 �m diameter, but van Liere et al.
�13� report sprays with average sizes of less than 2 �m using the
well established technique of preheating the water prior to injec-
tion. �This method was used in Whittle’s engines to produce small
fuel droplets, as reported by Lefebvre �14�.� Essentially, both
evaporation and inertial relaxation time scales scale as the square
of droplet diameter, so that small droplets are beneficial both for
reducing velocity slip �and hence deposition and erosion�, and for
maintaining conditions closer to saturated equilibrium, thereby re-
ducing losses due to irreversible phase change. With this in mind,
droplets with a diameter of 5 �m have been used in this study,
and velocity slip has been neglected as a first approximation.

2 Compressor Mean-Line Calculations
The method used to determine wet-compression characteristics

has been presented elsewhere �3�, and is described here in outline

Contributed by the International Gas Turbine Institute �IGTI� of ASME for pub-
lication in the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript
received October 1, 2003; final manuscript received March 1, 2004. IGTI Review
Chair: A. J. Strazisar. Paper presented at the International Gas Turbine and
Aeroengine Congress and Exhibition, Vienna, Austria, June 13-17, 2004, Paper No.
GT2004-53320.

Journal of Engineering for Gas Turbines and Power JANUARY 2006, Vol. 128 / 97
Copyright © 2006 by ASME

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



only. Several improvements have, however, been made to the
original method, and these are also described below.

One-dimensional, mean-line calculations are undertaken by ap-
plying the Euler work equation to each blade row in turn. Entropy
increases due to aerodynamic effects and blade exit angles are
determined by loss and deviation models, as described by Miller
and Wasdell �15�. These calculations are then coupled to droplet
evaporation routines via the thermodynamic form of the energy
equation:

T dsA = dh − �dp . �1�

Note that the incremental change, dsA, in this equation is the en-
tropy increase due to aerodynamic effects alone, and as such does
not include any contribution from irreversible phase change. �The
latter is computed quite separately within the evaporation rou-
tines.� Quantities such as the specific enthalpy, h, and specific
volume, �, are mixture properties �per unit mass of dry air�, and
thus include contributions from dry air, water vapor, and water
droplets. In an initial dry step, the Euler work equation, loss, and
deviation models thus furnish estimates for changes in entropy
and pressure which enable Eq. �1� and the droplet evaporation
equations to be integrated in a Lagrangian frame of reference.
This in turn provides values of specific humidity and liquid mass
fraction which are fed back into the standard mean-line calcula-
tions in an iterative fashion. The evaporation model used here is
based on that due to Spalding �16�, and assumes no velocity slip
between droplets and the free stream. Further details are given in
White and Meacock �3�. Semiperfect gas relations are assumed for
computing all gas properties. New features introduced to the origi-
nal method include the following:

1. Improved loss and deviation models. These are now fully
based on models given by Wright and Miller �17� and are
functions of inlet Mach number, Reynolds number, and in-
cidence.

2. Blockage effects. Blockage of the annulus can have a sig-
nificant effect so blockage factors are calculated to correct
the annulus area. These factors are found from a two-
dimensional �2D� semiempirical model for calculating the
growth of the end-wall boundary layer momentum thickness
as described by Wright and Miller �17�.

3. Variable stator vanes �VSVs� and bleed flows. Realistic
schedules for VSV angles and bleed flows have been incor-
porated. These are functions of the reduced speed, N /�To.

2.1 Computed Characteristics. Figure 1 reveals the agree-
ment between the compressor mean-line computer program �in
dry mode� and the experimental data for the IP compressor of an
industrial gas turbine. Predicted compressor characteristics for 1%
and 5% water injection rates are also shown for the same com-
pressor. In both cases the droplets are injected at inlet with an
initial diameter of 5 �m and a temperature of 300 K. It is evident
that the characteristic has shifted to a higher air mass flow rate and
to higher pressure ratios. In simple terms this trend can be attrib-
uted to the reduced stagnation temperatures throughout the com-
pressor which result in an apparent increase in the reduced speed,
N /�To.

Polytropic efficiencies �Fig. 1�b�� are difficult to define when
phase change is occurring. The quantity plotted in the figure is an
“effective” polytropic efficiency �3� which is essentially a dimen-
sionless representation of the aerodynamic entropy increase, and
equates to the true polytropic efficiency for a semiperfect gas of
constant composition. Close to the design speed, the aerodynamic
efficiency is seen to fall with the injection of water, and the curve
is also observed to become more peaky. However, at the lower
rotational speeds such a reduction in peak efficiency does not
occur. This is because changes in incidence brought about by wa-
ter injection can serve to reduce losses: for example, for the 82%
speed curve, the incidence decreases with water addition which in
this case tends to reduce the loss coefficient. However, this is

balanced by increased Mach numbers �which tend to increase the
loss� such that the peak efficiency remains roughly constant. Such
trends will obviously depend on the form of the loss and deviation
models employed, but should be relatively trustworthy in the
current case, given the level of agreement with the dry flow
measurements.

2.2 Nondimensional Compressor Maps. The multispool cal-
culation method discussed below is able to exploit the mean-line
calculations directly, thus evaluating compressor operating points
as and when required. This has the advantage of generality, and
enables the full dependence of the compressor characteristics on
all relevant parameters to be included. Alternatively, the computer
program can operate in a second mode whereby a library of di-
mensionless wet compression maps is first compiled and spline
routines are then used to interpolate between the curves. This
approach is much faster, and has the additional advantage that the
computer-generated characteristics can be replaced by measured
wet compression data if and when they become available. It also
provides considerably more insight into the work matching pro-
cess. However, the scope of this method is restricted and in par-
ticular it cannot deal with situations where unevaporated droplets
are carried over from one compressor to the next. This is because
the characteristics are then dependent on additional parameters
�i.e., the water content and droplet size distribution issuing from
the previous compressor� and the interpolation procedure conse-
quently becomes too cumbersome.

For a specified water injection rate and droplet spectrum, the
compressor performance can be expressed in the dimensionless
form:

Fig. 1 Comparison between computational and experimental
results and the shift in characteristics due to water injection
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Po2

Po1

= f� ṁ�cp1
To1

APo1

,
ND

��1R1To1

,
To1

To1

* ,Re,�1,�1� , �2�

where subscripts 1 and 2 refer here to compressor inlet and exit,
respectively. The same dependency is also true for the compressor

efficiency and dimensionless work �defined as Ẇc / ṁcp1
To1

�. How-
ever, the effects of Reynolds number, Re, inlet flow angle, �1 and
inlet specific humidity, �1, are small and have thus been neglected
in compiling the dimensionless maps. �For the most part, the ef-
fect of �1 is accounted for by the values of cp and � included in
the other dimensionless groups.� The functional dependency of
Eq. �2� is thus reduced to the first three groups on the right-hand
side. The term To1

/To1

* �where To1

* is the value of To1
at design

conditions� accounts for real gas effects.
For each compressor, a library of maps is compiled consisting

of ten nondimensional speed curves, each one evaluated at three
values of To1

/To1
* . A similar set of curves is generated for water

injection rates in the range 0–2.5% at 0.5% intervals. Each curve
is defined by ten computed points, distributed sinusoidally with
respect to mass flow, through which variable power splines �18�
are then fitted. A similar spline fit is also used to interpolate be-
tween curves.

Figure 2 shows an example of such a map �for clarity only two
typical extreme values of To1

are shown on the highest speed line�.
A compressor characteristic reconstructed using the variable
power splines is also shown and compares very favorably with
that computed directly at the same inlet conditions and rotational
speed. Similar characteristics for the dimensionless compressor
work are also stored.

3 Multispool Calculation Methods
Compared with single shaft machines, computing the perfor-

mance of multispool gas turbines is complicated by virtue of the
IP and HP spools being free to rotate at any speed, so as to match
turbine and compressor work. By contrast, the LP speed of most
industrial machines is constrained by the generating frequency.
Determining the overall operating point proceeds along the lines
of standard work and mass-flow matching calculations �as de-
scribed, for example, by Cohen et al. �19��, and is described here
for a typical three-spool case �Fig. 3�. For specified ambient con-
ditions, combustor outlet temperature �COT� and spray character-
istics �i.e., water mass flow rates and droplet size distributions
upstream of each of the compressors�, the following steps are
involved:

1. The air mass flow rate, ṁa, is estimated and �since the LP

shaft speed is fixed� conditions downstream of the LP com-
pressor computed either directly or from the wet compressor
map.

2. The fuel flow rate, ṁf, is estimated, thus providing an esti-
mate for the turbine mass flow and gas composition. In the
absence of more detailed data, each turbine is then modeled
by assuming the first stage stators to be choked and the
polytropic efficiencies to be constant. �These assumptions
are reasonable provided the machine is not idling, and can
be relaxed if turbine characteristics are available.� Thus, for
the HP turbine,

ṁ�cp5
To5

A5Po5

= f��5,
To5

To5

* � , �3�

To6

To5

= f�Po6

Po5

,�5,�p5
,
To5

To5

* � . �4�

where the labeling of axial locations is as shown in Fig. 3.
Expressions similar to Eqs. �3� and �4� for the IP and LP
turbines provide a total of six equations in the six unknowns
Po5

,To6
, Po6

,To7
, Po7

,To8
�To5

and Po8
are known�. Solution

of this set of equations requires minor iteration due to the
real gas effects. Once accomplished, conditions upstream
and downstream of each turbine are known and the work
outputs are then readily computed.

3. Matching the IP turbine and compressor work is undertaken
as shown on the dimensionless wet compressor work map
�Fig. 4�: the estimated value of ṁa and the computed turbine
work determine the compressor operating point, which then
enables the rotational speed to be found by interpolation
between characteristics on either side. The process is re-
peated for the HP compressor. The overall compressor pres-
sure ratio and temperature ratio are thus known for the esti-
mated values of ṁa and ṁf.

4. The fuel mass flow rate required to raise the temperature
from the computed value of To4

to the specified To5
is cal-

culated from a straightforward first law analysis, assuming
adiabatic combustion. This provides an improved estimate of
ṁf, and steps 2 to 4 are then repeated until ṁf converges
�usually in two or three iterations�.

5. With the estimated value of ṁa, the pressure at the combus-
tor outlet �which is taken to be 5% below that of the com-
pressor delivery� is generally incompatible with that ob-
tained from Eq. �3�. The air mass flow rate must therefore be
adjusted, and in practice it is a straightforward matter to do
so in a manner which rapidly converges upon a compatible

Fig. 2 Nondimensional compressor characteristics
Fig. 3 Layout of multispool gas-turbine showing labeling of
axial locations
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operating point. However, it is also instructive to compute
the overall compressor characteristic �for fixed To5

� as dis-
cussed further below.

4 Industrial Gas Turbine Case Study
The methods described in Sec. 3 have been applied to a typical

aeroderivative gas turbine. This is a three-spool machine with the
LP shaft operating at a fixed speed. The IP compressor has vari-
able inlet guide vanes and variable stator vanes. The HP compres-
sor consists of six stages with a bleed flow point after the third
stage. Full geometric data were available for the compressors, but
the turbines were less well specified. Accordingly, estimates were
made for the three first-row throat areas so as to give �dry� design
operating points close to maximum efficiency for each compressor
when the COT was set to 1700 K. Turbine polytropic efficiencies
of 90% were assumed.

4.1 Comparison of Methods. Figure 5 shows overall com-
pressor characteristics and turbine running lines computed both
from the dimensionless compressor maps and from full numerical
calculations. The two approaches compare well, with minor dif-
ferences being attributable to the neglect of Reynolds number ef-
fects in the dimensionless maps and interpolation errors. The

agreement serves to provide confidence in the full numerical cal-
culations which would otherwise be something of a numerical
“black box” in nature. It should be noted that the compressor
curves shown in the figure are for a fixed COT of 1700 K, with
water injection equally divided between IP and HP inlets. Similar
behavior as for single-shaft machines is observed, i.e., a shift to
higher mass flow and pressure ratio.

4.2 Water Injection at LP Inlet. From a purely thermody-
namic viewpoint, the cooling effect of droplet evaporation has a
greater impact on compressor work reduction if more of the cool-
ing occurs early on within the compressor �5�. Figure 6 shows the
effect of varying the injection point between the LP the IP and HP
inlet. 1.5% of water is injected in each case, and the results are
produced using the full numerical calculations. The increases in
mass flow rate and pressure ratio are clearly enhanced by bringing
the injection point forward, and one would therefore expect the
greatest power boost with injection at the engine intake.

A preliminary study has thus been made of the effect of increas-
ing injection rate with all water added at the LP inlet and with the
COT maintained at 1700 K. The results are summarized in Table
1. With an injection rate of 3%, an increase of power output of
some 30% is achieved, with a slight improvement in thermal ef-
ficiency. This efficiency gain comes despite the impaired aerody-
namic performance of the compressors, which is seen to be par-
ticularly severe for the LP compressor. �The slight increase in
aerodynamic efficiency for the IP compressor is due to its dry
“design” condition being below the peak efficiency point for the
assumed turbine throat areas.� Figure 7 shows the evaporation
profile through the machine, indicating that for this droplet size all
water has evaporated before the HP inlet. With a 1% water injec-
tion rate and dry inlet air, the relative humidity in the inlet duct
reaches a maximum of 75%, this reduces to just over 1% at the
compressor outlet.

The dramatic reduction in aerodynamic efficiency of the LP
compressor indicated in Table 1 stems chiefly from the increased
mass flow rate, coupled with the fixed rotational speed of the LP
shaft. This is evident from Fig. 8 which shows the flow coefficient
�=Vx /U relative to its design value at each point along the com-
pressor. Due to the overall increase in air mass flow rate, the
velocity �and hence �� is initially higher than the design value.
The LP compressor thus operates at significantly off design inci-
dence angles, and so generates a lower than designed for pressure
and density rise. This results in the flow coefficient increasing yet
further. However, as the evaporative cooling takes effect, the den-
sity rises, thereby decreasing the velocity and �. The relative in-
crease in the flow coefficient in the duct before the IP compressor

Fig. 4 Determining the compressor operating point from the
dimensionless work characteristics

Fig. 5 Comparison between the dimensional and nondimen-
sional methods for different water injection rates using
5-�m-diameter droplets injected at inlet to the IP and HP
compressors

Fig. 6 Effects of water injection location on the multispool
characteristic with a 1.5% water injection rate and
5-�m-diameter droplets
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is due to compressibility effects. With water injection the Mach
numbers increase �as the temperatures are lower and velocities
higher� and so in the duct the density falls more rapidly. This
dominates any density increase due to evaporation and so the
relative flow coefficient rises. The increased IP rotor speed also
helps to maintain the IP compressor at closer-to-design flow
angles. �Note that the sudden jump in � at the HP compressor
inlet is a consequence of a “change of reference” from the IP to
HP rotational speed, the latter not being significantly different
from its design value.�

4.3 Part Load Operation. The impact of water injection on
part load performance is clearly of interest. Part load thermal ef-
ficiencies and power outputs have been computed by specifying
values of COT in the range 1250–1700 K. The results are plotted
in Fig. 9 and suggest that, for a given power output, the part-load
efficiency is uniformly increased by water injection. The curves

for 1%, 2%, and 3% injection are close together at part load, but
each power output will be achieved with a lower combustor tem-
perature as the injection rate is increased.

5 Concluding Remarks
A method has been described for computing the performance of

a multispool gas turbine with water injection. The method has
been applied to a three-spool industrial machine, for which details
of the compressor geometry and dry performance were available.
The turbines were each modelled by assuming choked nozzle
flow. Preliminary results calculated on this basis show similar
trends to predictions for single-shaft machines, namely that air
mass flow rates and pressure ratios are increased by water injec-
tion, and that early stages of the compressor are shifted towards
choke and rear stages towards stall. The LP compressor in particu-
lar operates at severely off-design conditions, resulting in poor
aerodynamic performance which compromises the benefits of

Table 1 Variation of various parameters at the operating point with water injection rate „for
5-�m-diameter droplets injected at LP compressor inlet and a turbine inlet temperature of 1700
K…. All values are expressed relative to the dry design value. The compressor and turbine are
denoted by C and T, respectively. In addition, the compressor pressure and temperature ratios
are represented by � and �, respectively.

Water injection rate �%� 0.0 0.5 1.0 1.5 2.0 2.5 3.0

Overall � 1.0 1.070 1.111 1.135 1.150 1.161 1.170
	 1.0 0.981 0.964 0.949 0.935 0.921 0.909

Ẇnet
1.0 1.113 1.184 1.228 1.258 1.279 1.298

�th
1.0 1.020 1.026 1.025 1.020 1.014 1.007

ṁa
1.0 1.062 1.095 1.110 1.117 1.120 1.121

LP ẆC
1.0 0.932 0.861 0.810 0.776 0.755 0.741

ẆT
1.0 1.101 1.162 1.200 1.225 1.244 1.261

�p
1.0 0.970 0.890 0.784 0.679 0.588 0.516

� 1.0 0.950 0.896 0.850 0.815 0.789 0.771

IP Ẇ 1.0 1.072 1.115 1.141 1.158 1.171 1.182

�p
1.0 1.009 1.013 1.014 1.010 1.001 0.990

N 1.0 1.006 1.017 1.029 1.041 1.051 1.060
� 1.0 1.085 1.155 1.206 1.239 1.257 1.265

HP Ẇ 1.0 1.071 1.114 1.139 1.156 1.168 1.178

�p
1.0 0.999 0.998 0.995 0.992 0.988 0.984

N 1.0 1.000 1.001 1.002 1.003 1.005 1.006
� 1.0 1.038 1.074 1.108 1.140 1.170 1.200

Fig. 7 Liquid water fraction during the compression process Fig. 8 Variation of flow coefficient throughout the compressor
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evaporative cooling. However, the rotational speeds of the IP and
HP shafts increase relative to their design values, thereby allevi-
ating the adverse aerodynamic effects of the increased mass flow.
It may be that adjustment to turbine throat areas and VGV sched-
ules would also alleviate the off-design difficulties, and this
clearly represents an area for future study.

The predicted overall performance of the three-spool machine
shows a substantial power boost and a marginal increase in ther-
mal efficiency, despite the impaired aerodynamic performance of
the compressors. The precise values of computed efficiency and
power output are, however, likely to be modified by improved
modeling of the turbines. Furthermore, the analysis has been re-
stricted to small droplets which travel with the gas stream without
slip.
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Nomenclature
A 
 flow cross section �m2�
cp 
 specific heat capacity �J /kgK�
D 
 diameter �m�
h 
 specific enthalpy �J /kg�

HP 
 high pressure
IP 
 intermediate pressure

LP 
 low pressure
ṁ 
 mass flow rate �kg/s�
N 
 rotational speed �rpm�
P 
 pressure �N/m2�
R 
 specific gas constant �J /kg�

Re 
 Reynolds number
s 
 specific entropy �J /kgK�
T 
 temperature �K�
U 
 blade speed �m/s�
� 
 specific volume �per unit mass of dry air�

�m3/kg�
V 
 flow velocity �m/s�

VSV 
 variable stator vane

Ẇ 
 power �W�
� 
 flow angle
� 
 pressure ratio
� 
 ratio of specific heats
� 
 efficiency
	 
 temperature ratio
� 
 flow coefficient
� 
 absolute humidity

Subscripts and Superscripts
a 
 dry air
A 
 aerodynamic
C 
 compressor
f 
 fuel
o 
 stagnation quantity
p 
 polytropic
T 
 turbine
th 
 thermal
* 
 reference value
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Influence of Operating Condition
and Geometry on the Oil Film
Thickness in Aeroengine Bearing
Chambers
Increasing the efficiency of modern jet engines does not only imply to the mainstream but
also to the secondary air and oil system. Within the oil system the bearing chamber is one
of the most challenging components. Oil films on the chamber walls are generated from
oil droplets, ligaments, or film fragments, which emerge from bearings, seal plates and
shafts, and enter the bearing chamber with an angular momentum. Furthermore, shear
forces at its surface, gravity forces, and the design of scavenge and vent ports strongly
impact the behavior of the liquid film. The present paper focuses on the experimental
determination of the film thickness in various geometries of bearing chambers for a wide
range of engine relevant conditions. Therefore, each configuration was equipped with five
capacitive probes positioned at different circumferential locations. Two analytical ap-
proaches are used for a comprehensive discussion of the complex film flow.
�DOI: 10.1115/1.1924485�

Introduction
The oil system of an aero-engine has to lubricate and cool gears

and bearings to ensure a high level of safety and reliability for
many operating hours of an aircraft. Only a proper design of the
oil system can avoid failures such as oil fire �1� or oil coking in
the hot part of the engine. During the last decade many efforts
were made to provide a better understanding of the heat transfer
�e.g., �2,3�� and the two-phase flow �e.g., �4,5�� in the bearing
compartments.

The bearing chamber is the interface between the pure oil flow
and the secondary air system. Inside the chamber a complex mix-
ing of the air and oil flow occurs. Pressurized labyrinths are com-
monly used to seal the chamber against the gaseous environment
of the engine. Due to the sealing air flow and the rotation of the
shaft a complex gas flow occurs in the chamber. Gorse et al. �6�
experimentally investigated the pure air flow in a simplified ge-
ometry. Depending on the ratio between the rotational speed and
the incoming sealing air flow different three dimensional flow
patterns could be determined in the chamber. Furthermore, Gorse
et al. �6� showed that increasing the sealing air flow rate caused a
small reduction of the azimuthal velocity component in the cham-
ber.

In addition to these two parameters the airflow is influenced by
the oil which enters the chamber after it passed the bearings.
Along the stationary or rotating walls a shear and gravity driven
oil film can be observed whereas a droplet loaded gas flow occurs
in the core of the chamber. Before the oil is fed back in a closed
loop, the oil is discharged by the vent and scavenge system at the
top and the bottom of the chamber, respectively.

Some information is available on analysis of droplet generation
in bearing chambers. The bearings are one droplet source �5�,
where the oil is atomized by the motion of the roller elements and
the cage and is then ejected into the bearing chamber. Glahn et al.
�5� characterized these droplets and Farrall et al. �7,8� used these

data as initial conditions to calculate trajectories across the cham-
ber. Numerical analysis �7� revealed that droplets are also gener-
ated due to splashing of droplets at the surface of the film. Wittig
et al. �2� mentioned that above a certain rotational speed droplets
are generated at the surface of the liquid wall film. Ebner et al. �9�
investigated the effect of droplet entrainment from shear-driven
liquid wall films under conditions typical for bearing chambers.
Since existing correlations were not suitable, new correlations for
the prediction of the entrainment rate and the film height were
developed.

Many comprehensive studies were carried out to experimen-
tally and theoretically investigate liquid wall films in bearing
chambers �2,4,7,8,10�. Wittig et al. �2� determined for the first
time the film thickness under engine relevant conditions using an
ultrasonic gauge. The results revealed that gravitational forces as
well as the rotational speed of the shaft have a strong impact on
the film height. Glahn and Wittig �4� used the LDV technique to
experimentally determine film velocity profiles. They showed that
increasing the rotational speed causes increased interfacial shear
forces and consequently increased film velocities. Using a three-
dimensional CFD model Farrall et al. �7� analyzed the entire two-
phase flow problem. Concerning the wall film, their numerical
scheme took into account the effect of gravitation, interfacial
shear and impinging droplets. Using experimental data included in
the present paper also, the model could be validated successfully
�8�. The features included and the results obtained make the CFD
a powerful and accurate tool. But a lot of computational time is
required for the CFD-modeling. Promising alternatives are ana-
lytical or empirical methods that require few computational ef-
forts. Therefore, they are of great interest for an efficient devel-
opment of bearing chambers. Based on experimental results,
Glahn and Wittig �4� developed an analytical model to predict the
film flow in the bearing chamber with a high degree of accuracy.
Since the model is used in the present study a detailed description
will be provided later in the paper.

In the scope of the present study the film thickness was experi-
mentally determined for different rotational speeds, lubrication oil
flow rates and different chamber geometries. The film thickness
was measured as a function of the circumferential location by
using capacitive sensors. At the beginning of the paper the three
different configurations of bearing chambers are presented, before
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an analytical approach is developed, that allows the prediction of
the azimuthal velocity of the pure air flow in bearing chambers.
With this information the impact of the rotating gas flow on the
wall film is estimated. Since the film flow is very complex and
depends on many parameters, the analysis of the experimental
data is very challenging. Based on several assumptions, an exist-
ing analytical approach �4� is extended to derive an enhanced
understanding of the shear and gravity driven oil films. Then the
experimental results are presented and discussed.

Compact High Speed Bearing Chamber Test Rig
A co-axial sectional view of the test rig is shown in Fig. 1. The

rig was used first by Wittig et al. �2�, who provided a detailed
description of the test facility. Due to the compact and modular
design, variations of bearing chamber geometries and roller bear-
ings can be realized with relatively low financial and manufactur-
ing effort.

The rotor �nmax=20,000 rpm� is supported by two bearings. A
ball bearing is used to prevent axial and radial displacements of
the rotor. Due to the small size of the ball bearing only little
amounts of oil were supplied for lubrication. The second bearing
is a squeeze film damped roller bearing. Oil is supplied by an
under race lubrication system and could be adjusted to maximum

flow rates of V̇l,max=400 l /h at temperatures of T�,max=423 K.
The roller bearing separates the two bearing chambers, where the
oil is ejected after cooling and lubricating the bearing. Both cham-
bers are sealed by air pressurized labyrinths. The sealing air was
provided by a compressor with a maximum mass flow rate of
ṁg,max=0.5 kg/s at a pressure ratio of �=10 and a temperature of
Tg,max=623 K. The occurring two phase air–oil flow is discharged
at the top and bottom of each chamber by the vent and scavenge
system �not shown�, respectively. Then the oil is separated from
the air and returned into the tank.

The vent and scavenge ports of each design were positioned in
the center of the chamber as shown in Fig. 2 and were flushed
with the outer radial housing of the chambers.

In the present study, the film thickness was determined as a
function of the circumferential position for three different geom-
etries by using capacitive sensors. At one angular position film
velocity profiles were measured with the LDV-method. The geom-
etries and the instrumentation are shown in Fig. 2 and the main
dimensions are summarized in Table 1.

Experimental Techniques
The experiments were focused on the characterization of the

liquid wall film along the radial housing of the bearing chamber.
Therefore, velocity profiles and the film thickness were deter-
mined using the LDV technique and capacitive sensors, respec-
tively.

Film velocity profiles were captured at an angular position of
�=330 deg in chamber BCI �see Fig. 2�. Since the LDV technique
and the experimental setup for the present investigation did not
differ from earlier studies �4� it is referred to the literature at this
point.

Capacitive film thickness sensors were used to measure the lo-
cal film thickness at five angular positions in each chamber
BCI–BCIII �see Fig. 2�. A capacitive determination of a liquid film
thickness is based on the dependence of the capacity on the spe-
cific dielectric coefficient. In general, the dielectric coefficient de-
pends on material properties. Therefore, the measuring device is
influenced by the volume fraction of the liquid located inside the
probe volume. Measuring the capacity, the mean film thickness
can be estimated �11�. An application inside the bearing chamber
implies a sensor that can be adapted to the geometry without
lapping into the chamber. This demand is fulfilled by the sensor
shown in Fig. 3. Ground and shield electrode are located as con-
centric rings around the measuring electrode. Measuring and
shield electrode are on the same electric potential, thus the homo-
geneity of the electric field in the short range of the sensor is
given. Increasing the distance of the film surface from the sensor,
the electric field becomes more and more inhomogeneous, so that
the capacity C and in consequence the film thickness is deter-
mined by use of calibration functions. Therefore, the sensors were

Fig. 1 High speed bearing chamber test rig

Fig. 2 Different configurations of bearing chambers and angu-
lar positions of film thickness and velocity measurements

Table 1 Geometries of bearing chamber

BCI BCII BCIII

Radius of rotor rsh �mm� 64 62 62
Chamber height hI–III �mm� 10 28 28
Chamber width bI–III �mm� 15 20 46
Vent/Scavenge Pipe �Ø� dI–III �mm� 10 17 17

Fig. 3 Determination of film thickness using capacitive
sensors
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calibrated at static conditions down to a minimum film thickness

of h̄f �0.2 mm. The temperature dependency was compensated by
calibrating the sensor at different oil temperature.

Even after a careful calibration, uncertainties remained due to
the static calibration and the temperature compensation. Air
bubbles in the film and unstable film surfaces also affect the ac-
curacy of the sensors. In comparison, the waviness of the film has
a negligible influence since the diameter of the sensor �d
=2.3 mm� is big compared to the wave-length and integration
time of the sampled signal is sufficient long regarding the wave
frequencies. All these effects lead to an estimated uncertainty of
±25 �m. Additionally, precise measurements using this method
require a constant dielectric coefficient of the liquid. It can be
affected by the temperature and the volume fraction of a compo-
nent with higher dielectric coefficient �e.g., �r,water��r,oil�. Since
the volume fraction of water in oil is in the range of 80–100 ppm,
this effect could be neglected.

As confirmed by extensive preliminary tests, the described ca-
pacitive gauge has obvious advantages referring to an application
in the bearing chamber rig. It is insensitive to vibrations, easy to
handle and adaptable to the geometry. In addition, this technique
is characterized by a high resolution �especially in the short range
of the sensor� and can easily be linked to the data acquisition
system of the test facility. For a comparison of the film flow inside
the three different bearing chambers a criterion is required that
can be used to estimate the effect of the gas flow on the film
characteristics. Therefore, an analytical approach is derived in the
next section.

Comparison of Different Geometries
Based on an angular momentum balance as given by Eq. �1�,

this approach is used to predict the averaged tangential velocity ūg
of the air flow, which is not affected by the oil flow.

Mr − Ms = �
out

ṁg,iri�ug,t,i − ūg� − �
in

ṁg,iri�ug,t,i − ūg� �1�

Since this simplification is in contradiction to the real two phase
flow in bearing chambers, this approach can only be used to esti-
mate qualitatively the impact of the gas flow on the liquid wall
film. But the advantage of such an approach is that the results can
be compared to experimental data of the pure air flow in bearing
chambers �6�. Similar approaches were used successfully for the
characterization of secondary air system components �12,13�.

The rotor and stator moment are determined as follows:

Mr =
�

8
�g��rsh − ūg�2�

Rotor

r dAr �2�

Ms =
�

8
�gūg

2�
Stator

r dAr �3�

Due to the complex and differing geometries of bearing cham-
bers, it was aimed to use a general expression for the friction
factors. In the present study the Blasius correlation for turbulent
flow in smooth pipes was chosen. Since the angular momentum
balance is only used to estimate the influence of gas velocity on
the film qualitatively, the Blasius approach can be used.

� = 0.3164Re−0.25 �4�

Re =
Dh	u

vg
�5�

with Dh =
4A

U
and 	u = uw − ūg �6�

The friction factors differ for the rotating and the stationary
walls since the wall velocity uw is equal to uw=�rsh and uw=0 for

the rotor and stator, respectively. The hydraulic diameter Dh is
based on the cross section of the bearing chamber.

The adaptation of the one-dimensional �1D� approach to the
present configurations is shown in Fig. 4. The air enters into the
chamber with an angular momentum across the labyrinth seal.
Depending on the tangential velocity or inlet swirl ug,t,in the seal-
ing air flow either accelerates or decelerates the azimuthal veloc-
ity in the chamber. Further it is assumed, that the flow field is
axisymmetric. Therefore, the outlet, which is originally a circular
port at one angular location, is approximated by a slot along the
circumference of the chamber, where the air has an azimuthal
velocity equal to the swirl velocity ug,t,out= ūg. Therefore, the out-
let has no impact on the angular momentum balance �see Eq. �1��.
Since the outlet area is small compared to the surface of the sta-
tionary walls the outlet is neglected in the calculation of the stator
moment. As a result, Eq. �1� can be simplified as follows:

Mr − Ms = − ṁg,inrin�ug,t,in − ūg� �7�
To validate the 1D-gas-model, it was compared to experimental

data of tangential velocity profiles in bearing chamber for differ-
ent sealing air flow rates �6�. The experiments were conducted in
a geometry which was similar to the present configuration BCI.
Only the height and the width of the chamber differed and
amounted hBC=47 mm and bBC=44 mm, respectively. In Fig. 5
examples of the experimentally determined profiles and predicted
swirl velocity are shown. The tangential velocity was nondimen-
sionized by the surface velocity of the rotor. R denotes the radial
position in the chamber �see Fig. 4�-R=0 and R=1 correspond to
the rotor surface and the outer radial housing, respectively. Al-
though the experimentally determined velocities are slightly re-
duced at increasing radii, a relatively flat velocity distribution oc-
curred in the core region. Since the inlet swirl of the sealing air

Fig. 4 Adaptation of angular momentum balance to the
present configurations

Fig. 5 Comparison of 1D gas model and experimentally deter-
mined velocity profile
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was not known from the experiments, the model was used to
determine it. To simplify the calculation, the influence of the seal-
ing air flow rate on the inlet swirl was neglected, so that a constant
velocity ratio of k=ug,t,in /� rsh=0.13 could be determined. The
remaining deviation between the model and the experiments can
be quantified with 0.7% in the center of the chamber �R=0.5�. In
addition, very few computational time is required to obtain reli-
able results, so that the angular momentum balance is an excellent
approach to predict the tangential velocity of the pure air flow in
bearing chambers. Due to a current gap in validation data this
approach cannot be used to quantify gas velocities when the air
flow interacts with the oil flow.

To predict the azimuthal pure gas velocity of the present con-
figurations, the angular momentum balance was solved for each
geometry at a rotational speed of n=12,000 rpm, a sealing air
flow rate of ṁg,in=10 g/s and a temperature of Tg,in=373 K.
Since the design of all labyrinth seals—validation geometry and
BCI–BCIII—was similar, the above determined velocity ratio of
k=0.13 was used to predict inlet swirl ug,t,in.

Table 2 summarizes the predicted velocity ratios ūg /�rsh for
the three different configurations. Based on these assessments, the
highest gas velocity occurs in BCIII. Thus, it can be assumed that
the gas flow of BCIII has the strongest influence on the liquid wall
film.

Before the results of the film thickness measurements are pre-
sented and discussed, a second analytical approach is introduced.

Modeling of Film Flow
In the following section an analytical approach to calculate liq-

uid wall films along the outer wall of bearing chambers is pre-
sented. The approach is based on an existing model �4,14�, which
was used to characterize film velocity profiles under engine rel-
evant conditions. In the present study this analytical model was
extended to estimate the film thickness as a function of the cir-
cumferential position in the bearing chamber. Figure 6 explains
how the film thickness distribution is determined and points out

the present improvements. Due to the complexity of the film flow
in the bearing chamber the following assumptions were made in a
first step:

• The film flow is two-dimensional, since effects in the axial
direction are neglected.

• Interfacial shear and gravity forces mainly drive the oil film.
Since it can be assumed, that the gas flow is axisymmetric—
except at the outlets—accelerations of the film due to the air
flow are neglected.

• The interfacial shear 
0 at the surface of the film is assumed
to be constant, 
0� f���.

• Any carry-over effect at the outlets is neglected. This is only
possible if the vent pipe diameter is of the same size than the
chamber width and the droplets are discharged with the air
flow.

• The oil is supplied constantly along the circumference to the
film, so that the film flow rate increases linearly along the
chamber housing.

• The momentum transfer of the oil entraining into the film is
neglected.

• Droplet entrainment from the film into the droplet loaded
gas flow is neglected.

First the model requires the knowledge of the film thickness

h̄f�� deg� and a velocity profile ūf�y ,� deg� at one angular posi-
tion � deg. In the present study these parameters were determined
experimentally.

A theoretical velocity profile is obtained from a nondimensional
momentum equation �see Eq. �8�� which is derived from a force
balance of a turbulent liquid film at an inclined plane �4,15�. Pres-
sure forces and any acceleration of the fluid are neglected. Fur-

thermore, it is assumed that the averaged film thickness h̄f is small

compared to the curvature of the housing �h̄f /rl�0.02�. The non-
dimensional velocity uf

+ and coordinate yf
+ are defined by Eqs. �9�

and �10�.





w
= 1 − �yf

+ = �1 +
v f

v f
	duf

+

dyf
+ �8�

uf
+ =

uf

u
,f
with u
,f =

w

� f
�9�

yf
+ = y

u
,f

v f
�10�

The superimposed effect of gravitational and shear forces is
taken into account by � in Eq. �8� and is defined as follows:

� =
− vfg sin �

u
,f
3/2 �11�

Glahn and Wittig �4� showed that the accuracy of the model
strongly depends on the definition of the turbulent eddy viscosity.
For bearing chamber applications the approach of Deissler �16�
was used with great success.

vt

v f
= m2uf

+yf
+�1 − exp�− m2uf

+yf
+�� �12�

The parameter m was determined in Deissler’s approach for
water and amounts m=0.109. Glahn and Wittig �4� showed that
the same value for the parameter m can be used for oil. To predict
a velocity profile Eq. �8� must be integrated numerically. The wall
shear stress 
w has to be determined iteratively at the angular
location � deg, where the velocity profile uf�y ,� deg� is known.

The local film Reynolds-number Ref�� deg� and the film flow

rate V̇f�� deg� are determined by Eqs. �13� and �8�.

Table 2 Predicted pure gas velocity for the different
configurations

BCI BCII BCIII

ūg /�rsh
0.23 0.16 0.30

Fig. 6 Calculation scheme for the film thickness distribution
in bearing chambers
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Ref =
V̇f

bv f
=�

0

hf

uf
+dyf

+ �13�

With the known flow rate V̇f�� deg� and the assumption that the
film flow rate increases linearly between the two ports, the flow

rates V̇f and the film Reynolds-numbers Ref can be determined for
any angular position �. Together with the assumption that the
interfacial shear stress 
o remains constant, the local film thick-

ness h̄f��� and local wall shear stress 
w��� have to be determined
iteratively.

In the present study this analytical model was compared to
experiments and discussed for one bearing chamber configuration.

Results
The presentation and discussion of liquid wall films in bearing

chambers is outlined as follows. First qualitative visualizations of
the oil film at different rotational speeds are presented. Afterward
the film thickness distribution in configuration BCI is compared to
the film model. At last the discussion of film flow is extended for
different bearing chamber designs, including experimental results
from Glahn �14�. He obtained the film thickness data in configu-
rations BCII and BCIII.

All experiments were conducted for a wide range of operating
conditions. The rotational speed ranged between 4000 rpm�n
�16,000 rpm for configuration BCI and 6000 rpm�n
�16,000 rpm for the other two configurations BCII and BCIII. The
liquid flow rate supplied to the bearing chamber ranged between

50 l /h� V̇l,in�150 l /h for chambers BCI and BCIII and 50 l /h

� V̇l,in�200 l /h for the other chamber. For all conditions the
sealing air flow, the pressure in the chamber, and the oil and air
inlet temperature were kept constant at ṁg,in=10 g/s, p=2.5 bar
and Tl=Tg=373 K, respectively.

In Fig. 7 the two phase flow was visualized in configuration
BCI at an angular position of ��330 deg for different rotational
speeds. At n=4000 rpm the flow field was characterized by a liq-
uid wall film with a relatively smooth surface Above the wall film
few light was scattered indicating that the gas flow carried some
oil droplets. At n=8000 rpm the film characteristics did not

change significantly. But with further increasing rotational speeds
more and more droplets occurred in the gas flow of the chamber.
Based on these visualizations, it is not clear whether the droplets
were shed from the bearing, entrained from the film into the gas
flow, or both. Additionally, the film thickness was reduced as a
consequence of higher gas velocities.

To calculate the circumferential film thickness distribution us-
ing the presented 1D film model, analysis of film velocity profiles
were required and conducted as described by Glahn and Wittig
�4�. These measurements were performed at an angular position of
�=330 deg. Profiles at different rotational speeds and at a con-

stant oil flow rate V̇l,in=100 l /h are shown in Fig. 8. The wall
distance yf

+ and the velocity uf
+ are dimensionless values, which

were calculated from Eqs. �9� and �10�. Further, the wall shear
stress was calculated iteratively for each measured data point until
the predicted velocity profile matched the measured data. Then the
averaged wall shear stress was used to calculate the velocity pro-
files, which are represented by the solid lines in Fig. 8. As a result,
the film velocity increased when the rotational speed was in-
creased.

The film thickness was measured at �=315 deg to avoid an
influence of the capacitive film thickness sensor on the velocity
measurements. Thus, a gap of 	�=15 deg between the measured
values occurred. This gap can be neglected for the present analy-
sis. The dimensionless film thickness hf

+ is also given in Fig. 8.

Figure 9 shows the local measured film thickness h̄f and pre-
dicted quantities such as the interfacial shear 
0 and the local film

flow rate V̇f calculated by Eqs. �8� and �13�, respectively. When
the rotational speed was increased, 
0 was increased. Conse-
quently, the film velocities were increased too and tended to result
in reduced film thicknesses. The effect of rotation on the film flow
rate is more complex since several superimposed effects occur.
The flow visualizations showed that the droplet concentration was
increased with increasing rotational speed—especially above n
8000 rpm. Further, a characterization of the droplet flow in
bearing chambers �5� showed that the droplet’s diameters ranged

Fig. 7 Visualization of liquid wall film in configuration BCI

Fig. 8 Velocity profiles of liquid wall film at �=330 deg and
V̇�,in=100 l /h

Fig. 9 Characterization of liquid wall film at �=330 deg and
V̇i,in=100 l /h
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between 14 and 500 �m. Based on this, it can be assumed, that
especially bigger droplets were not discharged with the air flow
and were fed back into the film downstream of the ports. As a
result of this increased carry-over effect, the volume flow rate of
the film was increased.

Another effect of increasing interfacial shear is a redistribution
of local film flow rates within the bearing compartment. At low
speeds, the majority of the oil will tend to settle in the bottom of
the cavity. At higher speeds, the oil puddle will be pushed out of
bottom-dead-center and shear forces will eventually lead to a
more homogeneous film thickness distribution along the circum-
ference.

With the knowledge of the interfacial shear the film model per-
mits to predict the film thickness in bearing chamber BCI as a
function of the circumferential location. Figure 10 shows the mea-
sured and predicted film thickness distribution for an oil flow rate

of V̇l,in=100 l /h through the chamber at different rotational
speeds. The scavenge port at the bottom and the vent port at the

top of the chamber are located at �=0 deg and �=180 deg, re-
spectively. The angle � increases in the direction of the rotation of
the shaft �see Fig. 2�, so that the interfacial shear and gravity
forces act in the opposite direction for 0 deg���180 deg and in
the same direction for 180 deg���360 deg.

A current limitation of the film model can be seen in predicting
film thicknesses at n�12,000 rpm and 20 deg���180 deg. Un-
der these conditions the wall shear stress becomes 
w�0 indicat-
ing that the oil starts to flow back along the wall. At higher shaft
speeds n=16,000 rpm the interfacial shear is high enough so that

w0 for all � and the wall coordinate formulation of the model
applies.

A comparison of the experimental and modeled results re-
vealed, that the model has limitations in predicting the film flow
accurately. It is obvious that the model and the experiments agree
best at �=315 deg since these data were used to calculate the
interfacial shear and the liquid flow rate. The major deviation
occurs at n=4000 rpm where a drop of the film thickness was
measured between �=240 deg and �=270 deg. This effect was
not displayed by the model and might occur due to the assumption
that the interfacial shear remains constant �
0� f����.

At high rotational speeds above n�12,000 rpm constant film
thicknesses were measured and not revealed by the model, which
predicts a constantly increasing film thickness. This effect might
be explained by a carry-over of oil at the ports.

The effect of rotational speed on film thickness is summarized
for configuration BCI in Fig. 11. The solid and dashed lines are
only included to compare the experimental results conveniently.
In general, the film thickness increased downstream of the scav-
enge port until the oil reached the vent port. At n=4000 rpm it can
be assumed, that the interfacial shear 
0 was too small to over-
come gravity and a lot of the liquid remained in the oil sump. As
a result, the film thickness decreased between �=60 deg and �
=135 deg to the vent port. Since the effect of gravity decreased
and the carry-over effect at the ports became more important
when the shaft speed was increased, the circumferential distribu-
tion oil film thickness became more uniform, e.g., for n
=8000 rpm the film thickness varied between hf =0.63 mm and
hf =1.04 mm, whereas the film thickness varied between hf
=0.61 mm and hf =0.74 mm at n=12,000 rpm.

The same effects were determined for configuration BCII in Fig.
12. The major difference is that higher shaft speeds—at least n
�12,000 rpm—are necessary to overcome the effect of gravita-
tion and to drive the oil film. At lower shaft speeds and especially
at an angular position of �=315 deg the film thickness increased
to more than hf =1.5 mm. These differences occurred due to the
different gas velocities in the core region of the chamber. For
configuration BCI a velocity ratio of Ru=0.23 was predicted by
the 1D gas-model whereas the velocity ratio was equal to Ru
=0.16 for BCII.

Fig. 10 Theoretical analysis of film flow depending on the an-
gular position

Fig. 11 Experimentally determined film thicknesses: Effect of
rotational speed in configuration BCI
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A velocity ratio of Ru=0.30 was predicted for the third con-
figuration BCIII in Fig. 13. Therefore, the wall film of BCIII was
driven most by the interfacial shear. Opposite to the other geom-
etries and the model, the film thickness decreased between �
=60 deg and �=135 deg for all rotational speeds. Regarding the
ratio between the width of the chamber and the diameter of the
scavenge port, 66% and 85% of the chamber width were covered
by the scavenge port in the configurations BCI and BCII, respec-
tively. In contrast, only 37% were covered in configuration BCIII,
leading to a large carry-over and higher film flow rates just down-
stream of the ports. This resulted in larger film thicknesses and in
negative wall shear stresses 
w�0 even at high rotational speeds.

The influence of the lubrication oil entering into the bearing
chamber is shown in Fig. 14. An increased oil flow rate led to
thicker films. As a result, gravitation had a stronger impact on the
film, so that the gradient dhf /d� decreased for the configurations
BCI and BCII.

The present investigation revealed that the description of the
film flow in bearing chambers is a very challenging task. The
characteristics of the film strongly depend on the operating con-
ditions and on the design of the bearing chamber also.

Conclusion
The present investigation focused on the characterization of the

liquid wall film in bearing chambers. Film thickness and film
velocity measurements were conducted by using capacitive probes
and the LDV-technique, respectively. To permit a comparison of
the different configurations and to predict the film flow as a func-
tion of the circumferential location, two analytical models were
introduced. The first model estimated the tangential velocity the
pure air flow in the chamber using an angular momentum balance.
This velocity was used to estimate the impact of the air flow on
the film for the different geometries. A comparison with experi-

mental data revealed that this approach predicts the pure air flow
with a very good accuracy. The second model was used to char-
acterize the shear and gravity driven wall film. Due to the assump-
tions the model is limited for the prediction of the film, but helped
to derive an enhanced understanding of the complex film flow in
bearing chambers. The results revealed that the operating condi-
tions as well as the design of the chamber strongly impact the
complex film flow. The measurements showed that the film thick-
ness ranged between hf �0.5 mm and hf �1.5 mm for all con-
figurations investigated. Furthermore, the liquid wall film was
strongly affected by the design of the vent and scavenge ports,
which strongly impact the discharge-characteristics of the oil–air
mixture. Additional and more generic research is necessary to
further improve the understanding of two-phase flow phenomena
in bearing chambers. Then more advanced analytical approaches
and accurate design rules for future bearing chambers can be de-
veloped.
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Fig. 12 Experimentally determined film thicknesses: Effect of
rotational speed in configuration BCII

Fig. 13 Experimentally determined film thicknesses: Effect of
rotational speed in configuration BCIII

Fig. 14 Experimentally determined film thicknesses: Effect of
lubrication oil in the different configurations
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Nomenclature
A � surface �m2�
b � width of bearing chamber �m�

BC � bearing chamber
d � diameter �m�

Dh � hydraulic diameter �m�
g � acceleration of gravity �m/s2�
h � height �m�
k � velocity ratio

m � parameter
ṁ � mass flow �kg/s�
M � moment �Nm�
n � rotational speed �rpm�
R � radial position
r � radius �m�

Re � Reynolds-number
T � temperature �K�
u � velocity �m/s�
U � circumference �m�
V̇ � volume flow rate �l /h�
y � wall distance �m�

�r � specific dielectric coefficient
� � angle �deg�
� � friction factor
v � kinematic viscosity �m2/s�

� � angular velocity of rotor �s−1�
� � density �kg/m3�
� � parameter

 � shear �N/m2�

Subscripts
f � film
g � gas

in � inlet
I , II , III � number of configuration

l � liquid
r � rotor
s � stator

sh � shaft
t � turbulent

W � wall

 � shear

0 � surface
+ � dimensionless
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A Numerical Model for Oil Film
Flow in an Aeroengine Bearing
Chamber and Comparison to
Experimental Data
The work presented forms part of an ongoing investigation, focusing on modeling the
motion of a wall oil film present in a bearing chamber and comparison to existing
experimental data. The film is generated through the impingement of oil droplets shed
from a roller bearing. Momentum resulting from the impact of oil droplets, interfacial
shear from the airflow, and gravity cause the film to migrate around the chamber. Oil and
air exit the chamber at scavenge and vent ports. A previously reported numerical ap-
proach to the simulation of steady-state two-phase flow in a bearing chamber, which
includes in-house submodels for droplet-film interaction and oil film motion, has been
extended. This paper includes the addition of boundary conditions for the vent and
scavenge together with a comparison to experimental results obtained from ITS, Univer-
sity of Karlsruhe. The solution is found to be sensitive to the choice of boundary condi-
tions applied to the vent and scavenge. �DOI: 10.1115/1.1924719�

Introduction
An understanding and optimization of three-dimensional oil

flow and airflow in aeroengine transmission systems forms an
integral part of future designs for aeroengines. This especially
applies to bearing chambers, which contain a complex two-phase
flow formed by the interaction of sealing airflow and lubrication
oil. A model to compute the air and/or oil motion is presented and
used to simulate the three-dimensional two-phase flow in an ex-
perimental bearing chamber. The intent of this study is to assess
the validity of the approach for the modeling of oil films on bear-
ing chamber housings.

The bearing chamber studied is formed by a combination of
high-speed rotating components, a typical speed being
10,000 rpm, and stationary walls, inducing a strong azimuthal
component of flow. This flow is modified by the presence of flow
inlets, through an axisymmetric bearing and seal, and flow outlets,
through vent and scavenge ports. Oil is supplied to the roller
bearing for lubrication, and as a result discrete oil droplets are
ejected into the rotating airflow. Because angular momentum is
transferred to the droplets from the bearing and associated bearing
cage, the droplets ultimately impinge on the outer chamber hous-
ing. The impingement may result in immediate deposition, in
which case a wall film is formed that migrates around the cham-
ber. Alternatively, droplets may break up on impact with smaller
droplets being ejected back into the airflow, and further impinge-
ment may occur. Figure 1 shows a cross section through a cham-
ber schematically indicating the various physical phenomena in-
volved.

The two-phase flow in a bearing-chamber test facility has been
studied extensively, with experimental and theoretical work focus-
ing on the oil film motion �1–5� and heat transfer �1–3,6,7�. The
variation in the oil film thickness with angular location and the
velocity profile in the film have been measured experimentally by
Wittig et al. �1� and Glahn and Wittig �2�, respectively. Moreover,

a two-dimensional analytic model for the film flow derived by
balancing the forces on the fluid and assuming a form for the
shear stress within the film showed good agreement when com-
pared to the experimental data for the velocity profile �2� for a
prescribed film thickness.

In order to calculate film thickness distributions, an approach is
to adopt an integral method. Chew �3� used this approach to in-
vestigate the effect of mass and momentum transfer to an oil film
from impinging droplets but used simple axisymmetric source
terms and neglected axial variations. Although yielding informa-
tion about the dynamics of the oil film, this model is limited for
most engineering applications, as knowledge of the flow is as-
sumed in the calculations. To eliminate these limitations, Farrall et
al. �4� and Farrall �8� developed a global modeling methodology
for film flow, incorporating a calculation using the commercial
computational fluid dynamics �CFD� code CFX4.3 to provide in-
formation regarding the distribution of the interfacial shear, mass,
and momentum to the film. In this paper inclusion of vent and
scavenge boundary conditions further extends the model and al-
lows direct comparison to experimental data.

The interaction of oil droplets with any film present on the
chamber housing is an important consideration when modeling the
two-phase flow in bearing chambers. Little direct experimental
data exist for bearing chambers at present, but analogous cases are
the characterization of secondary droplets in direct injection �DI�
diesel engines �9–13� and in prefilm atomizers �14–16�. Informa-
tion from these studies was used by Farrall �8� and Farrall et al.
�17� to develop a model for the interaction of oil droplets with an
oil film for a simplified bearing chamber.

Experimental Setup
The model described in the following sections will be used to

compute the two-phase airflow and oil flow in the high-speed
bearing chamber test rig at the Institut für Thermische Strömungs-
maschinen, University of Karlsruhe. A centerline section through
the test rig is shown in Fig. 2. The rig was used first by Wittig et
al. �1�, who provided a detailed description of the test facility.

The rotor, capable of speeds up to 20,000 rpm, is supported by
two bearings. The ball bearing is used to prevent axial and radial
displacements of the rotor. Only a small amount of oil was sup-
plied to this bearing, for lubrication. The second bearing is a
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squeeze film damped roller bearing. Oil is supplied by an under
race lubrication system and can be adjusted to a maximum volume
flow rate of 400 l /h at a temperature of 423 K. The roller bearing
separates two bearing chambers, into which the oil is ejected after
cooling and lubricating the bearing. Both chambers are sealed by
air pressurized labyrinths. The sealing air was provided by an
in-house compressor with a maximum mass flow rate of
0.5 kg s−1 at a pressure ratio of 10 and a temperature of 623 K.
The two-phase airflow and oil flow formed in the chambers is
discharged at the top and bottom of each through the vent and
scavenge systems �not shown�, respectively. The oil is then sepa-
rated from the air and returned into the tank.

The present study is concerned with the flow in Chamber 2,
having a height and width of 10 and 15 mm, respectively. The
vent and scavenge ports are located diametrically opposite each
other and have a diameter of 10 mm.

Computational Model

Methodology. The methodology for simulation of the two-
phase flow in a bearing chamber involves implementation of suc-
cessive stages. First, the airflow in the chamber is calculated using
the commercial CFD package CFX-4.3. Oil droplets are then
tracked through the chamber, employing the droplet-film interac-
tion model where necessary. It is assumed in this calculation that
the film thickness is negligible compared to the size of the cham-
ber, so that the surface of the film is taken as corresponding to the
chamber wall. Based on the results of Gorse et al. �5�, the ratio of
film thicknesses to chamber height is of the order of 0.01 and thus
imposing this condition will only result in a small error in the
impingement location. Finally, droplet data are gathered for the

input of mass and momentum to the oil film. These data are used
together with a distribution of surface shear, obtained from the
CFD solution, to provide required boundary information to the oil
film model.

In the CFD calculation of the core airflow and oil droplet tra-
jectories it is assumed that airflow through the scavenge port has
negligible effect on the film flow and thus modeling of this geo-
metric feature is omitted. The oil is released from the bearing cage
as droplets and their motion numerically solved using the La-
grangian particle tracking model in CFX-4.3. At this stage in the
study the droplets are modeled as rigid spheres with a low droplet
loading in the chamber. Collisions between droplets and the modi-
fication of the airflow by the oil droplets’ momentum are therefore
omitted. In addition to this, the effect of turbulent dispersion on
the droplets’ motion has not been included. The focus here is on
the oil film distribution and thus, while turbulent dispersion may
influence the trajectories of small droplets with a low momentum,
knowledge of the precise droplet trajectory and impingement lo-
cation is not considered essential.

Submodels to describe the motion of the oil film present on the
outer wall of the chamber and the interaction of the oil droplets
with the oil film have been developed and incorporated into the
overall bearing chamber model. Details of these are presented
below.

Airflow in the Chamber. A three-dimensional calculation of
the single-phase airflow in the chamber is performed on a body-
fitted structured grid comprising 503,960 cells. The velocity field
is solved in a Cartesian coordinate system using the standard k
-� turbulence model to calculate the turbulence quantities. The
near-wall turbulence is modeled using standard log-law wall func-
tions. The film’s presence is accounted for by modifying the wall
function using an equivalent sandgrain roughness �18�. The equa-
tions have been discretized using the higher-upwind differencing
scheme, which extrapolates the face value using the two upstream
points, and solved using the SIMPLE pressure-correction algorithm
of Patankar and Spalding �19� as incorporated in CFX-4.3.

Oil Droplet Motion. The confined nature of aeroengine bearing
chambers and the high-speed core airflow mean that oil droplet-
film interactions are an important phenomenon and affect the size
distribution of the droplets within the airflow as well as the heat
transfer within the chamber. These interactions are accounted for
using an in-house submodel based on experimental data and cor-
relations obtained for DI diesel engines. The model, developed by
Farrall �8� for the flow in a simplified bearing chamber, classifies
each impact with the oil film primarily on whether the droplet
breaks up. This is achieved through the evaluation of the splashing
parameter K�=Wed

0.5Red
0.25�. If the droplet does not splash the im-

pact is further classified into the regimes of stick, rebound, and
spread, shown schematically in Fig. 3 together with the associated

Fig. 1 Schematic of physical phenomena in chamber

Fig. 2 High-speed bearing-chamber test rig

Fig. 3 Schematic showing the structure of droplet-film inter-
action model and the transition criteria for the various
outcomes
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parameter values. For specific details of the postimpingement
characteristics, the reader is referred to Farrall �8�. To enable
three-dimensional droplet impacts to be simulated, the in-plane
turning angle � for droplets that are ejected back into the core
flow must be calculated. The angle � is defined as the angle
through which a droplet may turn on the film surface with respect
to the tangential velocity vector of the impinging droplet. In the
present work this angle is determined using the model suggested
by Naber and Reitz �9�.

The model provides a boundary condition for the Lagrangian
particle-tracking routine in CFX-4.3, taking information regarding
the droplet impingement and determining the outcome of the im-
pact. Appropriate postimpingement characteristics are then calcu-
lated and new droplets sourced if required. In the present analysis
the droplet-film interaction model has only been applied to the
outer chamber housing where the motion of the film is to be
calculated �see Fig. 4�. Impacts with the side walls of the chamber
are assumed to result in rebound of the droplets.

Oil Film Motion. Oil is deposited on the chamber housing as a
result of oil droplet impacts and forms a wall film that migrates
around the chamber. The two-dimensional �2D� integral model
developed by Farrall et al. �4,17� has been employed to account
for the dynamics of this wall film. The model assumes an incom-
pressible, isothermal flow and accounts for the effects of gravity,
shear forces on both the wall and the film’s surface, and the ad-
dition of mass and momentum to the film from impinging oil
droplets. The equations relating the film thickness, azimuthal vol-
ume flux, and axial volume flux are given by

dh

dt
+

�q

�s
+

�Q

�z
= V̇ �1�

dq

dt
+

�

�s
�q2

h
−

1

2
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�
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�
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gh2 sin �� =
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�
��z − �w,z� + Ḣ �3�

The derivation the above system of equations assumes:

• that the oil film is thin in comparison to the height of the
chamber, i.e., h /r�1

• hydrostatic pressure through the film thickness
• the horizontal velocity components have a uniform profile

through the depth of the film

The model is based on a local coordinate system that is normal
and tangential �z ,s� to the wall, defined according to Fig. 4. Based
on experimental film thickness and velocity measurements �2�, the
film has a Reynolds number of the order of 100. The wall shear �w
in Eqs. �2� and �3� is thus calculated assuming a laminar quadratic
profile for the tangential velocities across the film thickness. The
distribution of mass and momentum added to the film as a result
of droplet impingement is calculated using data regarding the loss
of mass and momentum during the impact, obtained from the
droplet-film interaction model.

For numerical calculations, Eqs. �1� and �3� are discretised on a
trapezoidal computational domain according to the scheme of
Liska and Wendroff �20�, allowing for accurate representation of
the circular boundaries corresponding to the vent and scavenge
ports. This is illustrated in Fig. 5, which shows the computational
grid in the vicinity of the scavenge port.

Conditions applied on the end walls of the chamber are given
by

Q =
�q

�n
=

�2h

�n2 = 0 �4�

and correspond to zero flux out of the wall and a zero normal
gradient in the flux parallel to the wall. The film thickness at the
wall is obtained by a linear interpolation from the interior points.

Oil exiting the chamber at the vent port is given by a local
analysis, where the tangential and normal components of the vol-
ume flux at the vent port boundary are taken as proportional to the
respective normal gradient at the boundary, i.e.,

�2h

�n2 = 0, F = − �
�F
�n

, F = �f t, fn� �5�

Fig. 4 Schematic diagram of chamber cross section through
„a… an axial plane and „b… an angular plane through the vent
port, indicating the model boundary conditions

Fig. 5 Computational domain indicating the mesh density in
the vicinity of the vent and scavenge ports
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The vent parameter � represents the local flow conditions in the
vicinity of the vent port. The effect of this parameter on the solu-
tion is considered for the two extreme cases, �=0 and �→�. The
dynamics of the oil exiting the chamber through the scavenge port
is extremely complex, and a number of possible flow patterns may
exist �21�. Application of the results in �21,22� to the case of a
bearing chamber suggest that, based on the radius of the scavenge
port and the Froude number Fr of the incoming flow, the oil will
tend to form a film on the scavenge port wall. For this reason the
scavenge cannot be modeled using a simple mass sink in the con-
tinuity equation. To evaluate the effect the imposed boundary con-
dition has on the resulting distribution of film thickness, two cases
are considered: �a� a uniformly distributed exit flux condition
where the mass out of the film is directly balanced to the droplet
mass influx and �b� an unrestricted exit modeled by taking

�2h

�n2 = 0,
�fs

�n
=

�fz

�n
= 0 �6�

It is noted here that when a constant volume flux is prescribed
�uniform exit condition� there is in general, no unique solution. In
the current problem, however, the velocity of the film away from
the scavenge port, and thus the solution obtained from the simu-
lation, is determined by the velocity of the impinging droplets.

Modeling of any films on the side walls of the chamber has
been omitted in the present study. Oil deposited on these walls
will tend to be driven to the outer chamber wall providing sources
of mass and momentum to the film currently being investigated.
Inclusion of these films will be addressed at a future date.

Initial Data and Boundary Conditions
Incompressible, isothermal calculations of the two-phase air-

flow and oil flow were carried out to understand the steady-state
dynamics of the oil film on the outer chamber housing of the
bearing chamber. Initially the vent parameter � was set to zero,
corresponding physically to no flow exiting via the vent. To assess
the sensitivity of the solution to the boundary condition imposed
at the scavenge port, the value of � was subsequently increased so
that the restriction on the flow at the vent port was progressively
removed. Data from the model is compared to experimental data
for the film thickness to enable a conclusion to be drawn regard-
ing the most appropriate boundary condition for the scavenge.

The physical dimensions of the model are chosen to match the
experimental test facility. Figure 4 shows a schematic diagram of
the chamber cross section indicating the model boundary condi-
tions. Air, having a density of 2.92 kg m−3 and a dynamic viscos-
ity of 1.84	10−5 kg m−1 s−1, enters the chamber through the seal.
The airflow rate was kept constant at 0.01 kg s−1. The boundary
condition applied at the seal is that the air enters the chamber at an
angle of 15 deg to the rotating shaft with a tangential component
of velocity equal to 25% that of the rotating shaft speed. The roller
bearing and associated cage are taken to rotate at half the angular
speed of the shaft with no leakage of air through the bearing. Oil,
having a density of 954 kg m−3 and a dynamic viscosity of 9.5
	10−3 kg m−1 s−1, is released in the form of droplets from 10
angular locations, equally spaced around the bearing cage, with a
total mass flow rate of oil of 2.65	10−2 kg s−1 being ejected into
the chamber. Preliminary analysis suggests that this number of
droplet-release locations is sufficient to distribute the oil droplet
momentum around the chamber, although the influence of this
number on the results will be addressed in greater depth at a later
date. Using previous experimental results �23� the diameters are
taken to satisfy a Rossin-Rammler distribution with a mean diam-
eter of 480 
m and spread parameter of 3. The droplets are
ejected with an initial azimuthal component of velocity equal to
that of the bearing cage and an axial component of velocity equal
to 2 ms−1. In the simulation of the oil film on the chamber hous-
ing, as an initial condition, an initial volume flow rate per unit
width is set prior to any droplet impact. Taking an average value

for the film thickness of 6.0	10−4 m, as suggested by the experi-
mental data shown in Fig. 8, traveling with a bulk velocity of
0.1 ms−1, an initial volume flow rate per unit width of 6.0
	10−5 m2 s−1 in the azimuthal direction is prescribed. In addition,
it is assumed that initially there is no axial motion in the film.

Results and Discussion
Figure 6 shows typical computed particle tracks for the released

oil droplets. On release the oil droplets travel largely unaffected
by the airflow and impact on the chamber housing. The initial
momentum of the droplets is great enough to promote splashing
on primary impact, resulting in several smaller droplets being
ejected back into the core flow as shown. This secondary splash-
ing has the effect of distributing the input of momentum to the
film over a wider area than the initial impact location.

The secondary airflow in the chamber consists of a single re-
circulation zone �17�, producing an interfacial shear that drives the
oil film axially away from the roller bearing. This, combined with
the axial momentum supplied to the film by the impinging drop-
lets, means there is a general increase in the film thickness across
the width of the chamber. Figure 7 shows the variation in film
thickness around the chamber wall for a shaft speed of 8000 rpm.
The simulation was performed assuming zero flow exiting the
chamber at the vent port.

The increase in film height with increasing distance from the
bearing can be clearly identified. The vent boundary condition
applied is equivalent to a cylindrical blockage in the film at that
location. This leads to a buildup of oil around the vent location as

Fig. 6 Oil droplet tracks in the vicinity of the vent port. Indi-
cated on the plot is the roller bearing and the inlet for the seal-
ing airflow.

Fig. 7 Film thickness distribution on chamber housing. Ar-
rows represent the principle directions for the interfacial shear.
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shown in Fig. 7. The unrestricted scavenge condition leads to a
local decrease in film height across the scavenge as expected. The
surface of the film is visibly rippled, and this is a consequence of
discrete droplet impact locations caused by the 10 discrete release
locations applied in the model.

Effect of Scavenge Boundary Condition. Two scavenge
boundary conditions have been applied and the resulting film
thickness at the axial location z=7.5 mm are compared in Fig.
8�a�. The associated average film velocity for each case is shown
in Fig. 8�b�. It is observed that when the scavenge port is modeled
as a uniformly distributed exit flux �solid line�, the film thickness
increases on the rising side of the chamber �4.76���2� and 0
���1.5�, reaching a maximum at the top of the chamber, and
then decreases on the downside reaching a minimum at the scav-
enge. In contrast, when a boundary condition corresponding to an
unrestricted exit flow �dashed line� is imposed, the film thickness
around the chamber housing shows a general increase starting
from the scavenge in the direction of film motion. There is a step
change across the scavenge port and local variations because of
the influence of the vent port.

The assumption of a uniformly distributed exit flux means that
the oil immediately after the scavenge port is drawn back toward
the scavenge, shown in Fig. 8�b� by the negative velocity around
�=4.75. This significantly retards the flow of the film, and, as a
result, it is observed that the average velocity around the chamber
is around 0.25 ms−1, even with the additional momentum supplied
to the film by the impinging droplets. In the case when the scav-
enge port is treated as an unrestricted exit, it is observed that the
average velocity in the film is generally higher.

Correspondingly, the film thickness for the uniformly distrib-
uted exit flux is significantly greater than for the unrestricted exit.
It is also observed that there is a slight increase in the film veloc-
ity as it travels between the scavenge and vent ports, on top of
which small peaks occur because of the input of momentum from
the droplets. At the vent, the velocity drops to zero as a result of
the imposed no slip condition, resulting in a steep gradient in the
velocity profile. This again explains the steeper gradient observed
in the film thickness profile predicted when the scavenge is treated
as an unrestricted exit.

Also shown on Fig. 8�a� are the experimental data of Gorse et
al. �5�, suggesting that the film thickness is relatively constant
around the housing with a local build up prior to the vent port.
This is more consistent with the numerical results obtained when
the scavenge port is modeled using the unrestricted exit condition.
However, it is observed that the extent of the buildup in the oil
film thickness immediately upstream of the vent port is underpre-
dicted in this case. A comparison of the experimental data and
numerical results yields a maximum difference of 39% for the
data point just prior to the vent port. For other points the maxi-
mum difference between experimental and computational data
does not exceed 17%.

Some difference between the results is expected as within an
integral model, variations in the radial direction are neglected and
thus the model is not valid in the immediate vicinity of the side-
walls or geometrical features, such as the vent and scavenge ports.
In addition, the chamber studied includes a vent and scavenge
whose diameter is two-thirds the width of the chamber. Ideally,
experimental measurements for film thickness would be obtained
in a wider chamber so that the effect of the vent and scavenge
ports could be isolated. Furthermore, the shear stress at the wall is
currently modeled assuming a quadratic velocity profile, whereas
a flatter �turbulent� profile might be more representative. Using a
turbulent profile would result in a lower wall friction, thus in-
creasing the average velocity of the film, resulting in a decrease in
the predicted film thickness.

Analysis of the numerical results for the two boundary condi-
tions imposed at the scavenge suggests that the predictions could
be brought more in line with the experimental data in the vicinity
of the vent port by changing the boundary condition on the scav-

enge. Adopting a condition similar to the vent and allowing the
exit parameter to vary around the boundary would enable an un-
restricted exit flow on the upstream side of the scavenge, while on
the downstream side incorporating the effect of the force drawing
the oil toward the drain.

Effect of Vent Boundary Condition. With the boundary con-
dition at the scavenge port modeled as an unrestricted exit, the
effect of the parameter � on the vent port boundary condition is
investigated. Figure 9 shows predicted variations in the film thick-
ness and associated average film velocity with angular location,
taken at an axial location corresponding to z=7.5 mm, for the
extreme cases of zero flow out of the vent ��=0�, and an unre-
stricted exit flow ��→��. In terms of the film thickness, a small
decrease is observed when the oil is no longer prevented from
exiting the film via the vent port. The maximum difference be-
tween the two predictions occurs on the downside of the chamber
between the vent and scavenge ports. In the case when there is
zero flow out of the vent port, the oil is forced between the bound-
ary of the vent and the wall. After the vent port there is, thus, a
region of low velocity corresponding to the wake, followed by a
rapid increase in the velocity as the oil recovers and works its way
to the center of the chamber once more. When the oil is allowed to
exit via the vent port, the velocity of the oil flowing around the
vent is maintained and thus when it flows back into the center of
the chamber the resulting velocity is lower. The effect of varying
the exit flow condition is thus to shift the general profile with local
changes in the vicinity of the vent port.

Conclusions
Steady-state, three-dimensional, isothermal calculations have

been performed using an integral model to describe the motion of

Fig. 8 Profiles showing the variation around the chamber
housing of „a… the film thickness and „b… the average film ve-
locity, at an axial location of 7.5 mm
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an oil film on a bearing chamber housing. The exit of the oil at the
scavenge port has been numerically calculated using two limiting
forms of boundary condition and the results compared to available
experimental data for the film thickness. Modeling the exit flow at
the scavenge using a uniform exit flux results in an overprediction
of the film thickness around the chamber housing. This is attrib-
uted to the large negative flow induced by the boundary condition
downstream of the scavenge port, retarding the flow as the film
travels up the rising side of the chamber. This retarding of the oil
results in thickening of the film. When the scavenge is modeled as
an unrestricted exit it is observed that because of the large unidi-
rectional motion of the film there is a bias in the exit flow around
the scavenge toward the upstream side. In this instance oil that
flows past the scavenge is allowed to continue up the rising side of
the chamber relatively unhindered. This results in the film having
a higher average velocity and thus a thinner film thickness is
predicted.

From these simulations it is observed that the distribution of
film thickness around the chamber housing is sensitive to the
boundary condition imposed at the scavenge port. Comparison of
the predicted results to available experimental data suggests that
imposing an unrestricted exit is the more physical boundary con-
dition to adopt. Further development of the boundary condition is
required in order to bring the numerical results more in line with
the experimental data. It is proposed to combine the dynamics of
the two cases so that an unrestricted exit is imposed on the up-
stream side of the scavenge while on the downstream side oil film
is influenced by the scavenge and is drawn toward it.

The effect of the exit condition applied at the boundary of the
vent port on the resulting distribution of film thickness has also
been studied. It is found that changing the exit condition from a
case of zero flow out of the vent to an unrestricted exit flow shifts
the profile of the film thickness upwards �increased film height at

all locations� and increases the average film velocity. The general
features in film height and velocity profiles are retained.
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Nomenclature
d  diameter, m
f  volume flux per unit length, m2 s−1

F  volume flux per unit length vector
Fr  Froude number �=v / �gh�1/2�
g  gravity, ms−2

Ġ  circumferential momentum flow rate per unit
area, m2 s−2

h  film thickness, m

Ḣ  axial momentum flow rate per unit area, m2 s−2

k  turbulent kinetic energy, m2 s−2

K  splashing parameter �=Wed
0.5Red

0.25�
n  normal coordinate
q  azimuthal volume flow rate per unit length,

m2 s−1

Q  axial volume flow rate per unit length, m2 s−1

r  radius, m
Re  Reynolds number �=q /��

s  circumferential coordinate, m
t  time, s
v  velocity, ms−1

V̇  volume flow rate per unit area, ms−1

We  Weber number �=�dvn
2 /��

z  axial coordinate, m

Greek Symbols
�  viscous dissipation rate, m2 s−3

�  vent exit flow parameter
�  angle, rad
�  density, kg m−3

�  surface tension, Nm−1

�  shear stress, kg m−2

�  kinematic viscosity, m2 s−1

�  in-plane turning angle, rad

Subscripts
n  normal component
s  local tangential component
t  tangential

w  wall
z  axial component
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Flow Characteristics and Stability
Analysis of Variable-Density
Rotating Flows in Compressor-
Disk Cavities
Previous heat transfer experiments showed that significant differences in the flow and
heat transfer characteristics can occur in models of aircraft gas-turbine, high-
compressor drums. Experiments with heated disks and colder flow show large-scale in-
stabilities that cause mixing between the cooling flow and the flow in the trapped cavities.
The general result of this mixing is relatively high heat flux on the disks. Other heat
transfer experiments, simulating the aircraft take-off condition with cold disks and hotter
coolant, show decreased heat transfer due to the stabilizing effects of positive radial
density gradients. A stability analysis for inviscid, variable-density flow was developed to
quantify the effects of axial velocity, tangential velocity, and density profiles in the bore
region of the disk cavities on the stabilizing or destabilizing characteristics of the flow.
The criteria from the stability analysis were used to evaluate the axial velocity and
density profile conditions required to stabilize three tangential-velocity profiles, obtained
from previous experiments and analyses. The results from the parametric study showed
that for Rossby numbers, the ratio of axial velocity to disk bore velocity, less than 0.1, the
flow can be stabilized with ratios of cavity density to coolant density of less than 1.1.
However, for Rossby numbers greater than 1, the flow in the bore region is unlikely to be
stabilized with a positive radial density gradient. For Rossby numbers between 0.1 and
1.0, the flow stability is a more complex relationship between the velocity and density
profiles. Results from the analysis can be used to guide the correlation of experimental
heat transfer data for design systems. �DOI: 10.1115/1.1925648�

1 Introduction
The temperatures of the disks in high-pressure compressors of

several aircraft gas turbines are thermally controlled by air from a
compressor bleed location �Fig. 1�. The cooling air passes by the
bores of several disks between the inlet and exhaust locations.
Each combination of disks and outer shroud form a rotating cavity
with no net flow radially through the cavity. The thermal control
of the disks is important to the gas turbine designer because the
disk temperature has a strong influence on the compressor blade
tip and the compressor hub radii. These locations and the outer
case and vane radii determine the compressor blade and vane
clearances. These blade tip clearances influence the compressor
efficiency and compressor stall characteristics. A “zero” blade
clearance or “rubbing” condition at one location in the flight cycle
of idle, take-off, cruise, approach and the thermal history of the
disks and outer case determines the clearances and performance at
each point during this cycle. Hence, the control of the clearances
through the thermal control of the disk temperature is critical to
engine performance and life.

For aircraft engine startup and takeoff conditions, the compres-
sor disks are cold and the cooling air along the bore of the disks is
hot. Consequently the swirling flow tends to be stable and the core
“cooling” air is not as likely to penetrate the trapped cavity region
due to lack of flow instabilities. The result will be low heat trans-
fer to the disks. For engine approach conditions, the disks are hot
and the bore air temperature is decreased from cruise conditions.

Consequently, the swirling flow will be unstable and the heat
transfer between the disks and compressor core air will be higher
than for the stable condition. Previous flow visualization and heat
transfer results will be shown to provide an understanding of the
flow characteristics.

The axial velocities in the bore region are a function of the
coolant flow rate and the distance between the center shaft and the
disk bores and are characterized by a Rossby number; a ratio of
axial velocity to the disk bore velocity. The tangential and axial
flow Reynolds numbers for large engines are high enough that the
viscous effects do not affect the stability characteristics. For en-
gines, similar to that shown in Fig. 1, the Rossby numbers range
from 0.05 to 0.5. For engines with disk bore diameters closer to
the center shaft, the Rossby numbers can exceed 1.0

Previous stability analyses have shown that the axial velocity,
the tangential velocity, and the temperature/density/Mach number
profiles influence the stability characteristics of swirling flow.
These analyses are reviewed and an extension to a previous
narrow-gap stability analysis is developed in the Appendix for
variable-density and compressible flows. The stability criteria are
applied locally in a parametric study with three tangential velocity
profiles to obtain an understanding of the stability relationships
resulting from the axial velocity, the tangential velocity, and the
density profiles.

The principle objective of this study is to develop understand-
ing about flow in compressor drum cavities that can be used to
guide the correlation of experimental data for design systems and
to provide criteria for changes in the heat transfer characteristics.

2 Background for Flow Characteristics

2.1 Previous Experiments. The flow and heat transfer char-
acteristics of compressor disk cavities are discussed by Owen and
Rogers �1�. Summaries of the compressor cavity flow and heat

Contributed by the International Gas Turbine Institute �IGTI� of ASME for pub-
lication in the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript
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2004-GT-54279.
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transfer studies conducted at the University of Sussex prior to
1995 are included. This previous research included isothermal
flow studies, heat transfer studies with heated disks and colder
cooling flow and was conducted at lower Reynolds numbers than
occur in large aircraft engines.

The following is a discussion of several additional experimental
and numerical simulation studies of compressor drum heat trans-
fer that are pertinent background for the present paper. In this
paper, a cooling flow condition is defined as hot disks and cold
coolant and occurs in the flight cycle during “approach.” A heat-
ing flow condition is defined as cold disks and hot coolant and
occurs during the flight cycle during “take-off.” These operating
conditions usually determine the minimum and maximum com-
pressor blade clearances for aircraft engines.

Graber et al. �2� conducted isothermal flow studies in a five-
cavity model at tangential Reynolds numbers of order 7�106.
These experiments were at Reynolds numbers, typical of aircraft
gas turbine engines but at lower Mach numbers. The experiments
were conducted with several injection locations typical of military
and commercial aircraft engines. The flow injection location in-
fluenced the velocity distribution and hence the radial pressure
variation in the cavities. The pressure difference between the bore
and the outer shroud decreased with distance from the injection
location. A limited number of transient heat transfer experiments
were conducted for both heating and cooling flow conditions. The
heat transfer coefficients at one location on the disk near the bore
were approximately twice as great for the cooling condition as for
the heating condition. The heat flux gauges also showed large
temporal variations for cooling conditions and low temporal varia-
tions for heating conditions. Additional experiments were later
conducted under Pratt & Whitney sponsorship and will be dis-
cussed in a following subsection.

Farthing et al. �3� conducted flow visualization experiments and
showed the flow patterns in the rotating cavity are functions of
Rossby number and the cavity geometry ratio. The experiments
were conducted at Reynolds numbers to 3�105.

Long �4� conducted isothermal flow experiments and cooling
heat transfer experiments. The heat flux gauges showed the cyclic
nature of the heat transfer for his cooling condition.

Kim et al. �5� conducted cooling heat transfer experiments in a
single cavity with low inlet swirl, several thermal boundary con-
ditions, and tangential Reynolds numbers to 5�105. The results
showed a complex relationship between axial Reynolds number,
tangential Reynolds number, and the wall temperature distribution
with Nusselt numbers varying by more than a factor of 10 for the
same rotational Reynolds number.

Bohn et al. �6� conducted flow visualization experiments with
tangential Reynolds numbers to 8�105 and for 0.27�Ro�0.97.
Their photographs showed strong secondary flows in the trapped
cavities. The secondary flows were similar to Farthing et al. �3�.

The numerical simulation of Long et al. �7� for a turbulent flow
in a cavity showed a wavy, periodic flow structure. The predicted
heat transfer for the cavity with a central shaft differed in some
regions from their experimental results.

The numerical prediction of Cao et al. �8� for flow between
rotating and stationary disks showed a periodic structure moving
at 90% of the disk speed. The secondary flow structure had four
lobes, more than seen in the flow visualization of Long �4� or of
Owen and Pincombe �9�.

2.2 UTC Experiments. The preceding citations have shown
that unsteady flow can occur in a rotating cavity. In a following
section, data from previous United Technologies Research Center/
Pratt & Whitney studies will be presented to show multi-lobed
structures in a rotating cavity with a center shaft and unsteady
heat transfer on disk walls. The experiments were conducted for a
class of flows where the disk and the coolant tangential velocities
were greater than the coolant axial velocities.

A number of aerodynamic and heat transfer experiments were
conducted over an extended period to develop an understanding of
the complex flow occurring within compressor drums. These ex-
periments were conducted at tangential Reynolds numbers from
105 to 8�106 and with Rossby numbers that were less than 0.25.
This flow range is significantly different from the Owen and Pin-
combe �9� experiments with 1�Rob�100 and the Kim et al. �5�
experiments with 0.8�Rob�25. The heat transfer experiments
were conducted at Reynolds numbers that are typical of large
aircraft engines but at lower Mach numbers.

2.2.1 Flow Visualization Experiments. Experiments were con-
ducted in the mid 1970s with an eleven-cavity compressor drum
model �Fig. 2� using water as the working fluid and dye as a trace
material. A sheet of light illuminates the dye forming the inner
section of an unstable flow. For this model with Rs /Ra=0.25 and
Rb /Ra=0.5, four to six lobes occurred. The number of lobes
would vary during an experiment and with flow conditions �Fig.
3�.

2.2.2 Heat Transfer Experiments. Heating and cooling heat
transfer experiments were conducted with a five-cavity compres-
sor model �Fig. 4�. Reynolds numbers to 8�107 at 2000 rpm
were obtained by operating the model in a ten-atmosphere cham-
ber. Heat flux sensors with surface thermocouples were attached at
several locations on both the upstream and downstream disks. The
model was operated for several hours to obtain approximately
constant temperatures on all the model surfaces. Transient heat
transfer experiments were conducted with “step” changes in the
coolant flow temperature. Because of the thermal mass of the
components between the control valve and the coolant injection
location, the “step” had a modest slope.

Results in Graber et al. �2� showed that the heat transfer coef-
ficients for cooling conditions were greater than for heating con-
ditions. For locations on the disk near the bore, the cooling coef-
ficients were approximately twice those for heating. At locations
further out on the disks, the ratio of cooling to heating coefficients
varied by ten or more between heating and cooling flow condi-
tions. The signal from the heat flux sensors at some locations
varied considerably. The variations were much greater for cooling

Fig. 1 Schematic of high-pressure compressor: drum and
low-pressure shaft rotate at different RPM

Fig. 2 Sketch of UTRC eleven-cavity compressor model: drum
and shaft rotated at same RPM
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conditions than for heating conditions. Subsequent to Graber et al.
�2�, additional experiments were conducted to identify the cause
of these variations. Monitoring one location with the data scanner
showed that the variation was near periodic with approximately
four cycles per drum revolution. This unsteady characteristic for
the heat flux sensors was also described by Long �4�.

Additional unpublished experiments were conducted to charac-
terize the unsteadiness of the heat transfer process and the range
of instantaneous heat transfer coefficients. The heat flux data �Fig.
5� were obtained with the “B” injection geometric, disk location
near the bore and at the same dimensionless flow conditions for
heating and cooling. Note that for heating, the data have a modest
scatter, as expected for data systems with slip rings. For the cool-
ing condition, the heat flux varies by as much as a factor of 10 and
is greatest at the onset of the transient experiment when the tem-
perature differences between the disks and the cooling air are the
largest. Because of the thermal response of the heat flux gauges,
the actual cooling variations will be somewhat larger.

The heat flux data �Fig. 5� were used to determine an “instan-
taneous” heat transfer coefficient Fig. 6. The results from both
transient experiments are shown as a function of �T /T= �Tcoolant
−Twall� /Twall. Note that the range of instantaneous heat transfer
coefficients decreases as �T /T increases from −0.08 to +0.10.
From these data, it is not certain what value of �T /T is required to

cause the heat transfer coefficients to decrease to a minimum
value, dependent only on the data acquisition system. Note that
the range of coefficients for the heating condition with �T /T=
+0.03 is greater than the value at �T /T= +0.10.

2.2.3 Comparison of UTC Flow Conditions with Previous
Experiments. The range of Rossby numbers at the disk bore,
Uz-avg/ ��Rb�, for the UTC experiments was 0.03 to 0.22 with
tangential Reynolds numbers to 8�106. For Kim et al. �5�, the
Rossby number range was 0.84 to 8.4 with tangential Reynolds
numbers to 5�105. For Owen and Pincombe �9�, the Rossby
number range was from 1 to � �no disk rotation� with tangential
Reynolds numbers to 3�105. For Long �4�, the Rossby numbers
varied from 0.15 to 40 with tangential Reynolds numbers to 5
�106. For Rossby numbers �1, the present authors expect the
heat transfer on the downstream disk to be dominated by the im-
pinging jet. For Rossby numbers �1, the cavity flow and heat
transfer are expected to be dominated �a� by the buoyant interac-
tion of the “coolant” flow and the air temperature in the disk
cavities and �b� by the stability characteristics of the swirling flow
between the center shaft and the outer radius of the cavity. For
Rossby numbers, 0.1�Ro�10, the dominate mechanism influ-
encing the cavity flow is expected to change from buoyancy or
profile stability to impingement. For large aircraft engines with
disk to shaft spacing shown in Fig. 1, the Rossby numbers are in

Fig. 3 Multi-lobed instability in cavity adjacent to bleed cavity

Fig. 4 Sketch of heat transfer model. Injection location “B”
used for data and results in Figs. 5 and 6

Fig. 5 Heat flux data from heating and cooling experiments at
one disk location

Fig. 6 “Instantaneous” heat transfer coefficients deduced
from the data of Fig. 5
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the range, 0.05�Ro�0.5. The authors’ conclusion is that the flow
characteristics in these �Fig. 1� compressor disk cavities will be
governed by buoyancy and axial velocity distribution rather than
by impinging flow.

2.2.4 Conclusions From UTC Experiments. The flow visual-
ization experiments showed that multi-lobed flow occurs within
the trapped cavities for constant density conditions. The heat flux
measurements indicate that the unsteadiness is almost periodic for
some flow conditions and the unsteadiness decreases as the tem-
perature of the coolant becomes significantly greater than the
disks.

3 Stability Analysis
After reviewing the class of flows encountered in compressor

disk cavities for Pratt & Whitney large aircraft engines, the au-
thors concluded that the flow and heat transfer characteristics
could be better predicted by understanding the influence of buoy-
ancy on the large-scale mixing of the flow. This was driven by the
significant differences in the heat transfer measured during heat-
ing or cooling conditions. There is also the possibility that relating
the stability results may result in improved turbulence models for
analysis of these complex flows.

The stability of axisymmetrical swirling, variable density flow
is shown to be a function of the axial and tangential velocity
profile, the density distribution, and the Mach number. The stabil-
ity characteristics of curvilinear shear flows, including swirling
coaxial shear flows, influence the transport of fluid momentum
and scalar quantities within aircraft gas turbines and other rotating
machinery. Studies have been conducted for over 70 years to ob-
tain experimental data and analytical criteria that define the veloc-
ity and density distributions where instabilities in swirling flows
will grow or stabilize.

The stability of the swirling flow is often complicated by the
effects of non-parallel flow, compressibility and variable density,
and combustion. Thus far, no general analytical criteria for stabil-
ity have been developed. However, “sufficient” conditions for sta-
bility have been developed for certain classes of flow, which may
be more restrictive than necessary. The present work is directed
toward determining conditions for the stability of swirling, com-
pressible and variable density shear flows that will more-
accurately predict the neutral stability conditions.

3.1 Background for Stability Analysis. In recent years, Ray-
leigh’s criterion �10� for the stability of rotating flow, that the
square of the circulation should nowhere decrease radially out-
ward, has been extended by many investigators. Howard and
Gupta �11� derived a sufficient condition for the stability of invis-
cid incompressible homogeneous swirling flow subject to axisym-
metric disturbances. Ludwieg �12,13� gave two criteria to delin-
eate the neutral stability boundary for inviscid incompressible
homogeneous flow in the narrow gap between concentric cylin-
ders in terms of axial and azimuthal velocity gradient parameters.
Leibovich �14� and Kurzweg �15� extended the results of Howard
and Gupta �11� to inviscid incompressible flow with variable den-
sity subject to axisymmetric and asymmetric disturbances,
respectively.

The stability of compressible and variable-density swirling flow
is more complex than that of incompressible swirling flow. A
sufficient condition for stability has been derived by Howard �16�
for axisymmetric disturbances. Gans �17� also obtained a suffi-
cient stability condition for near solid-body rotation in a pipe.
Lalas �18� and Warren �19� extended Howard’s �16� and Gans’
�17� work, giving a sufficient condition for stability for non-
axisymmetric disturbances. Eckhoff and Storesletten �20� derived
a necessary condition for stability by a generalized progressive
wave method. Leibovich and Stewartson �21� also provided a suf-
ficient condition by using an asymptotic analysis for large azi-
muthal wave numbers.

3.2 Objectives of Present Analysis. The previous analyses
above do not address the effects of radial temperature gradients in
the interface between the flow in the core region along the center
shaft and the flow in the rotating cavity. From Figs. 5 and 6, we
interpret the variations of the heat flux and heat transfer coeffi-
cient with time and �T /T, respectively, to be due to the stabilizing
or destabilizing character of the flow in this interface. Therefore,
the extension of the previous analyses to include radial gradients
in the total temperature of the flow is warranted. In addition, a
solution is desired that is relatively easy to use for the analysis of
flow in rotating cavities with an axial flow near the core.

The present analytical study extends the work of Lalas �18� and
Warren �19� and produces stability criteria for compressible,
swirling, inviscid flow similar to those obtained by Ludwieg
�12,13� for incompressible inviscid swirling flows between con-
centric cylinders. The linearized stability equation is derived as a
second-order ordinary differential equation for the complex am-
plitude function of the perturbed radial velocity component. Un-
der the narrow-gap approximation, two stability criteria are de-
rived analytically. Ludwieg’s two stability criteria for
incompressible flow may be considered as special cases of the
generalized compressible, variable-density results. The stability
condition was obtained for basic swirling flows in terms of axial
and azimuthal velocity gradient parameters. The neutral stability
boundaries are derived as a family of curves for a stability param-
eter depending on the compressibility and density variation.

The criteria for the stability of the swirling, variable-density
flow, derived from the analysis, are in a form that is related to the
local flow conditions in the shear layer. Although the narrow gap
results are not directly applicable for the full cavity shear and
density layers, they are indicative of the stability characteristics
for the flow as shown by Xia �22�.

4 Stability Criteria
The governing equations for parallel axisymmetric swirling

flows are developed in the Appendix. The equations used to dem-
onstrate the present extensions from previous analysis are pre-
sented in the main text.

Small gap approximation. Two stability criteria are derived for
compressible swirling flows, following the method used by Lud-
wieg �12,13�. With the approximation of small annular gap,
��r /r�1�, between rotating cylinders, �a� the term, G /r, in Eq.
�A4� is neglected as compared with other terms, and �b� �, U, W,
�� in Eqs. �A3�–�A5� are evaluated at a reference point, e.g., the
mid point at r0= �r1+r2� /2. With these approximations, the formu-
lation can be made dimensionless by using r, �, and W at r0. By
elimination from Eq. �A3�, an ordinary differential equation for G
can be obtained as

G� − 	2�1 + � n

	
�2

+
A

	2 −
2


2�C� + 1 − � n

	
�Cx

+ 0.5N2�1 +
n2

	2�	
G = 0 �1�

where

A =
2

a2� 1

a2 + N2 + 2�1 + C��	 �2a�

N2 =
W2

r2 ���

�
−

M�
2

r
� �2b�

M� =
W

a
�2c�

The local velocity profiles between the rotating cylinders may
be approximated by

U � U0 + Cx�r − 1� �3a�
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W � 1 + C��r − 1� �3b�
Equation �A5� becomes


 = �	U0 − �r + n� + �	Cx + nC� − n��r − 1� − i�i �4�
where

� = �r + �i

The boundary condition remains the same as Eq. �A7�.
For constant 
,

	Cx + nC� − n = 0 �5�
Ludwieg �12,13� has shown that this condition describes a spe-

cial disturbance, which has a definite direction in relation to the
given basic swirling flow. The differential equation �1� admits
sinus-shaped solutions only if the quantity in the square brackets
is positive. Thus, the stability condition is

C� + 1 −
n

	
Cx +

N2

2
�1 +

n2

	2�  0 �6�

Substituting Eq. �5� into Eq. �6�, we get the first stability crite-
rion,

�C� − 1��Cx
2 + C�

2 − 1� +
N2

2
�Cx

2 + �C� − 1�2�  0 �7�

The first term on the left-hand side implies the case of incom-
pressible homogeneous fluid �N2=0�, which corresponds to Lud-
wieg’s �12� first stability criterion

�C� − 1��Cx
2 + C�

2 − 1�  0 �8�
The second term describes the effect of compressibility on the

neutral stability boundary. As N2 increases, the stability region
expands, particularly in the neighborhood of solid-body rotation
�C�=1�.

The boundary between the stable and unstable regions of com-
pressible swirling flow, based on Eq. �7�, is shown in Fig. 7 for
several values of the stability parameter N2. Cx and C� are the
axial and azimuthal velocity gradient parameters defined in Eq.
�A14�. Ludwieg’s first criteria for the stability of swirling flow is
identified by the curve with N2=0. Note that a compressible flow
is able to withstand larger axial velocity gradients before becom-
ing unstable as N2 increases. The value of N2 for specific flow
conditions can be obtained from Eq. �A7d� and �A12�, or �A13�.
The increasing stability of the flow with increasing values of N2 is
compatible with the results of Howard �16�, Lalas �18�, Warren
�19�, Eckhoff and Storesletten �20�. Because of the restriction of

=constant, the first criterion should be considered only as a nec-
essary condition for stability. Ludwieg’s comparison of analysis
and his experiments are also shown in Schlichting �23�. This sta-

bility criteria is also compatible with swirling coaxial flow experi-
ments of Roback and Johnson �24� that showed low levels of
radial mixing for regions where C�=0. Most turbulence models
and CFD codes were unable to simulate the measured stabilizing
effects.

Variable 
. A necessary and sufficient stability condition for the
general case with variable density is obtained where 
 is arbitrary,
following Ludwieg �13�. Let the radial coordinate be normalized
by

� =
r − 1

�r
, − 1 � � � 1 �9�

where

�r = 1
2 �r2 − r1�

Equation �3� becomes

G���� − 	2��r�2�1 + � n

	
�2

+
A

	2 −
2


2�C� + 1 −
n

	
Cx

+ 0.5N2�1 + � n

	
�2		
G��� = 0 �10�

where the prime denotes differentiation with respect to �. Let

L2 = �1 + �	/n�2 + A/	2��	�r�2 �11�

Y = n/	 �12�

P1 = �1 − C��Y − Cx �13�

M1 = C� + 1 − YCx + 0.5N2�1 + Y2� �14�

N1 = − Y − U0 + �r/	 �15�

K = M1/P1
2 �16�

E = Er + iEi = �N1 + i�i/	�/�P1�r� �17�

so that


 = − 	N1 − 	P1�r − 1� − i�i �18�
Equation �10� is simplified to

G���� − �L2 − 2K/�E + ��2�G��� = 0 �19�

with boundary condition

G�− 1� = G�1� = 0 �20�
The general solution of the differential equation, �19�, with the

boundary condition, �20�, can be expressed in terms of Bessel
functions. Again, following Ludwieg �13�, it can be shown that
the flow is stable �Ei=0 or �i=0� if and only if

K =
C� + 1 − YCx + 0.5N2�1 + Y2�

��C� − 1�Y + Cx�2  −
3

8
�21�

Given Cx, C�, and N, the value of Y which minimizes the value
of K is given by

Y = Cx�7 − 3C��/�3�C� − 1�2 + 4N2� �22�
Then substituting Eq. �22� into Eq. �21�, we obtained the sec-

ond stability criterion

�3�C� − 1�2 + 8N2���C� − 1��C�
2 − 1� − � 5

3 − C��Cx
2�

+ 3
2N2��C� − 1�4 + � 7

3 − C��2Cx
2�

+ 4N4�C�
2 − 2

3C� + 7
3 + 1

2Cx
2� + 8

3N6  0. �23�

For N2=0, Eq. �23� reduces to Ludwieg’s �13� second criterion

�C� − 1��C�
2 − 1� − � 5

3 − C��Cx
2  0 �24�

Fig. 7 First stability criterion of compressible swirling flow in
narrow gab between concentric cylinders
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The variation of the neutral stability boundary with N2 accord-
ing to the second criterion is shown in Fig. 8. The general char-
acteristics of the second criterion are similar to those of the first,
i.e., the stability increases with increasing N2. However, there are
several notable differences. The second criterion imposes a more
stringent condition on the stability of compressible swirling flow
than the first criterion, i.e., for a given swirl level and velocity
gradient, C�, the flow becomes unstable at a lower value of the
axial velocity gradient. For a value of N2=0 and C�=0, the maxi-
mum value of Cx for neutral stability is reduced from 1.0 to 0.77.
The stability characteristics for N2�0 are affected by the com-
pressibility and variable density in a different manner, depending
upon their location in the Cx–C�, plane. The largest effects of
increasing N2 on the stability of the flow is found near C�=1,
solid-body rotation. For N2=0 and C�=1, the flow is unstable to
any axial velocity gradient. Increasing N2 allows the flow to re-
main stable at increasingly large values of the axial logarithmic
velocity gradient, Cx. For values of N2�0.3, the maximum value
of Cx, for stable flow increases with increasing C� rather than
decreasing, near C�=1.

The implication of the effect of temperature gradient or density
gradient on the flow stability is evident in view of the stability
parameter, N2, as presented by Eqs. �A7d� and �A12� and the
experimental results shown in Fig. 6. The heating condition,
T� /T�0 or �� /��0, tends to increase the value of N2 toward
stability, while the cooling condition, T� /T�0 or �� /��0, tends
to decrease the value of N2 toward instability. The second criterion
may be used to investigate the flow stability in the compressor
environment posed by various velocity, density, and temperature
distributions.

In the Appendix and this section, the necessary and sufficient
condition, the second stability criterion, for the stability of com-
pressible inviscid swirling flows in a narrow gap between concen-
tric cylinders was derived. In a parallel study, Xia �22�, numerical
solutions of Eq. �A6� were carried out for arbitrary velocity and
density distributions in a wide gap. The second criterion in Eq.
�23� was then used to verify a numerical solution and show that
the application of the second stability criterion for narrow gaps at
all locations in the radial profile was a good approximation for
predicting the stability of wide gap profiles, at least for the cases
of solid-body rotation and constant swirling velocities. Therefore,
the local application of the second stability criterion will be used
to study the effects of axial velocity �Rossby number� and density
profiles on the stability characteristics of flow in rotating cavities
with swirling flow in the bore region. Results from this parametric
study provide an explanation for the heat transfer characteristics
shown in Fig. 6 and the differences between heating and cooling
conditions noted by Graber et al. �2�.

5 Application to Rotating Cavity Flows
In this section, the stability criterion developed in the Appendix

and the previous section for compressible flows between concen-
tric rotating cylinders is applied to flow conditions similar to those
in the compressor drum flow and heat transfer experiments of
Graber et al. �2�, Johnson et al. �25�, and a subsequent Pratt &
Whitney project �Figs. 5 and 6�. In the present section, we use
results from Eqs. �23� and �A7d� to demonstrate the effects of
axial velocity profile and density profile on the stability of the
shear layer between the axial-flowing cooling or heating flow in
the region along a center shaft �Fig. 1� and the more quiescent
rotating flow in the cavity. In this analysis, we assume

�1� the shear layer will be stable if the stability criterion for
narrow gaps is satisfied at all locations on the profile,

�2� the approximation of velocity profiles, Eq. �3�, can be re-
laxed by using local values of Cx ,C� in Eq. �A14� from the
profiles of previous UTC experiments. �See Fig. 9�,

�3� an axisymmetric shear layer that is centered at the bore
radius of the cavity and is independent of distance from the
upstream disk,

�4� axial velocity and density profiles that have the form,
tanh�2�r−Rb� /��, as shown in Eqs. �25� and �26�.

Xia �22� has shown in a companion numerical study that as-
sumption �1� shows correct trends but that modestly greater values
of N2 �of order 10%� are required for stability in some Cx–C�

regions of Fig. 8 for large gaps of order 0.75 Ra.
The stability analysis, formulated in the Appendix, is general in

that the criteria for the radial density distribution are provided in
terms of Mach number, temperature distribution, or directly in
density distribution. Thus, the application of the analysis is appli-
cable for a range of engine sizes and operating conditions, pro-
vided that the axial and tangential Reynolds numbers are rela-
tively high.

The hyperbolic tangent and error function profiles are generally
accepted as good representations of the velocity profiles in a de-
veloped shear layer, e.g., Schlichting �23�. The hyperbolic tangent
profile was chosen for ease of use with velocity and density gra-
dients.

The tangential velocity profiles used in the parametric study are
shown in Fig. 9. Each dashed or solid line is a curve fit through
two profiles with open and closed symbols. The two profiles were
calculated, using a momentum integral code, with two different

Fig. 8 Second stability criterion of compressible swirling flow
in narrow gap between concentric cylinders

Fig. 9 Tangential velocity profiles used to determine stability
of shear layer near bore radius of cavity. Symbols are calcu-
lated profiles from Johnson et al. †25‡.
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assumed turbulence models for the core flow region. The integral
method is outlined in Johnson et al. �25� and Graber et al. �2� and
was used successfully to model the flows in Cavity 2 with injec-
tion location A �Fig. 4�. The tangential velocity profiles in the
cavity region were approximated with a combination of linear and
exponential functions. The region between the shaft and the bore
of the disk was modeled using a second-order curve with the shaft
speed and the velocity and slope of the cavity region profile at the
bore radius as boundary conditions.

The variations of bore tangential velocities with Rossby number
�Fig. 10� for coolant flow from injection location “B” were deter-
mined from experimental pressure distributions of data from
Graber et al. �2� and the momentum integral method described in
the previous paragraph. Note that the estimated tangential velocity
ratio at the bore varies by 10%, depending on the core viscosity
model used. The swirl velocity ratio at the bore, Vb / ��Rb� varies
from 1 at no coolant flow to more than 2.5 for Rossby numbers
greater than 0.06. The bore swirl velocity ratio decreases with
cavity distance from the injection location. For Cavity 4, the bore
swirl velocity ratio is less than 1.5 for Rossby numbers of 0.08.
Injecting coolant at radii greater than the bore radius causes a
tangential velocity difference greater than zero in the bore region
of the disk and guarantees that a portion of the disks will be
cooled with forced rather than free convection. Forced convection
on the disk will be important for conditions where a stable flow in
the cavity could occur for portions of the aircraft flight cycle.

The stability analysis was conducted with assumed axial veloc-
ity and density profiles in the shear region and extending from the
center shaft, Rs, to the cavity outside radius, Ra. A hyperbolic-
tangent profile was assumed for both profiles, centered about the
bore radius, Rb. The tanh profile has been used to model mixing
layers and has the characteristics of a developed mixing layer as
follows:

U = 1
2 �1 − tanh�2�r − Rb�/�U�Ro 4

11 �25�

� = 1 + 1
2���1 + tanh�2�r − Rb�/��� �26�

The axial velocity profiles are shown in Fig. 11 with three dif-
ferent shear layer thicknesses, �. The thickness, �, is defined in
terms of the maximum slope and the difference between the maxi-
mum and minimum values of the profile. The nominal shear layer
thickness for the parametric study, ��=�U=1/22*Ra, is 12.5% of

the bore radius, Rb. Additional profiles in Fig. 11 with half ���

=�U=1/44*Ra� and twice ���=�U=1/11*Ra� that thickness were
also used for additional stability calculations.

In the Appendix, the parameter, N2, was formulated for several
conditions. The N2 formulation of Eq. �A7d� with a negligible
Mach number was used for the parametric analysis. With well-
defined tangential velocity and temperature profiles in the shaft
and cavity regions, a more exact analysis can be conducted, using
the formulation of N2 in Eq. �A12� or �A13�.

The local values for all factors in Eq. �23� were examined with
a worksheet for a set of tangential velocity, axial velocity, and
density profiles at 40 locations between the shaft radius, Rs, and
the outer radius, Ra. There was a concentration of points in the
axial velocity shear layer where the instability tends to be greatest.
The density ratio required for stability was iteratively found to
two or three significant figures by selecting values of �� until Eq.
�23� was greater than 0 at all locations

The stability characteristics of tangential velocity Profile 2 were
evaluated with the three shear layer thicknesses �Fig. 11�. The
density ratios required for stability are shown in Fig. 12 as a
variation with Rossby number, Ro. Both the axial-velocity and
density layer thicknesses are identical for each curve. For Rossby
numbers greater than 0.1, the stability characteristics are indepen-
dent of shear layer thickness. For low Rossby numbers, the shear
layer thickness affects the stability with the thinner shear layer
requiring a greater density ratio than the thicker layers. A conclu-
sion regarding assumption �2� is that when the width of the axial
velocity and density profiles vary together, the stability is not
significantly influenced by the shear layer thickness for Rossby
numbers greater than 0.1.

For Ro�0.07, the instability is a stronger function of the tan-
gential velocity profile. A local density gradient is required to
stabilize the flow. Because the gradients are less with the thicker
density layer, ��=1/11*Ra, a larger value of �� is required to
stabilize the flow than for the standard condition, ��=�U
=1/11*Ra.

The stability characteristics for the three tangential velocity
profiles were evaluated for the shear layer thickness, �=1/22Ra.
The results are shown in Figs. 13�a� and 13�b� as the variation of
�� with Rossby number. In Fig. 13�a�, results show that the tan-
gential velocity Profile 1 will permit stability with a negative den-
sity ratio �coolant denser than the cavity density� for Rossby num-
bers less than 0.03. Thus, the tangential velocity profile provides
stability for both the axial shear and the negative density gradi-
ents. This result is compatible with the results shown in Fig. 8 for
values of C�. Note that most of the stable flow conditions occur
with ���0, i.e., the coolant density is less than cavity density.
For C� near 0, values of Cx�0 and N2�0 can provide stability to
the profile. This is also compatible with the experiments of Ro-

Fig. 10 Variation of Vb / „�Rb… with Rossby number for coolant
injection location B; determined from radial pressure measure-
ments and analysis with two turbulence models „Johnson et al.
†25‡…. Symbols: Black-Re=7Ã106; Gray-Re=4Ã106; Open and
closed—different turbulence models

Fig. 11 Axial velocity ratio profiles used to determine stability
of shear layer near bore radius of cavity
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back and Johnson �24� where the swirling flow with C� near 0
inhibited radial mixing in a coaxial swirling flow experiment.

The results in Figs. 13�a� and 13�b� also show that profiles 2
and 3 require less density difference, ��, for stability than Profile
1. For Rossby numbers greater than 0.07, the variations of density
ratio, ��, with Rossby number for each tangential velocity profile
are parallel on Fig. 13�b� �log–log presentation�. In this Rossby
number range, the density ratio to stabilize Profiles 1 and 2 are
three and two times greater, respectively, than for Profile 3. Thus,
the coolant injection location with consequential swirl and the
Rossby number can have a significant influence on the heat trans-
fer characteristics for the condition where the “cooling” air is
hotter than the disks and the cavity air.

Additional stability calculations were made for tangential ve-
locity Profile 2 with different thicknesses for the axial velocity
and density profiles. The four additional conditions, along with the
Profile 2 results shown in Fig. 13, are shown in Fig. 14. For
Rossby numbers greater than 0.1, the variations of density ratio
with Rossby number required for stability are parallel on the log–
log scale. For Rossby numbers greater than 0.1, increasing the
density layer thickness by a factor of 2 or decreasing the axial
velocity layer thickness by a factor of 2 results in a factor of 2
increases in the density ratio required for stability. Decreasing the
density layer thickness or increasing the axial velocity layer thick-
ness by a factor of 2 decreases the density ratio required for sta-
bility in the same Rossby number range. The conclusion from this
comparison is that a strong density gradient at a critical location
can suppress the instability due to the axial velocity gradient.

For Rossby numbers less than 0.1, the results are more com-
plex. Varying the axial velocity thickness for a Rossby number of
0.01, showed that the same density ratio is required for stability,
independent of density thickness. This value, 0.017, was required
to stabilize tangential velocity Profile 2 for no axial flow. For a
Rossby number of 0.01, increasing the density thickness by a
factor of 2 also required an increase of 2 in the density ratio
required to stabilize the flow. The conclusion is that the local
density gradient required to stabilize tangential velocity Profile 2
is the dominant factor for these low Rossby numbers.

6 Concluding Remarks
The necessary and sufficient condition, the second stability cri-

terion, for the stability of compressible inviscid swirling flows in
a narrow gap between concentric cylinders was derived. The sec-
ond stability criterion for compressible flow significantly extended
the stability criteria obtained by previous investigators. In a par-
allel project, this criterion was then used to verify a numerical
solution and show that the application of the second stability cri-
terion for narrow gaps at all locations in the radial profile was a
good approximation for predicting the stability of wide gap pro-
files, especially for the cases of solid-body rotation and constant
swirling velocities.

The stability characteristics shown in the parametric study pro-
vide a rational explanation for the differences in time-dependent
and time-averaged heat transfer on compressor disk models with
heating and cooling flow conditions. The results from the study
also showed that flows with Rossby numbers greater than 0.5

Fig. 12 Effect of shear layer width on variation of density ratio
required for stability with Rossby number for tangential veloc-
ity Profile 2

Fig. 13 Effect of tangential velocity profile on variation of den-
sity ratio required for stability with Rossby number for density
and axial velocity profiles with ��=�U=1/22*Ra. Results for
positive �� are identical for the upper log-linear „13a… and
lower log-log presentations „13b… of �� with Rossby number.
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would require density differences between the shaft region and the
cavity region that are greater than could be expected to occur in
aircraft operating cycles. Thus, for high Rossby number flow con-
ditions, the flow in the cavity will always have instabilities as
shown in previous studies at the Universities of Sussex and Bath.
For Rossby numbers of order 0.1 or less, the flow characteristics
in the rotating cavity and hence on the compressor disks will be
influenced by the relationship between the tangential velocity,
axial velocity, and density profiles within the shear region be-
tween the core flow and the cavity fluid.

The results of the parametric study and the explanation for the
significant differences in heat transfer coefficients between heat-
ing and cooling flow conditions show that this parameter should
be considered in cooling design correlations and practice for sec-
ondary flow systems.
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Nomenclature
Cx � Cx=rU� /W � � is differentiation with respect to

r�
C� � C�=rW� /W

r � local radius, m
Ra � outer radius of cavity, m
Rb � bore radius of cavity, m
Rs � center shaft radius, m

Ret � tangential Reynolds number, ��Ra
2 /�

Rez � axial Reynolds number, �coolantUz-avgRb /�
Ro � Rossby number, Uz-avg/ ��Rb�

T � fluid temperature, K
Tcavity � temperature of cavity fluid, K

Tcoolant � temperature of coolant fluid, K

Twall � temperature of disk wall, K
�T � Tcoolant−Twall, K

U � axial velocity ratio, Uz / ��Ra�
Uz � axial velocity, m/s

Uz-avg � average axial velocity between center shaft and
bore radius, m/s

V � tangential velocity, m/s
W � tangential velocity ratio, V/ ��Ra�
� � local density ratio, �local /�coolant

�cavity � density of fluid in cavity, kg/m3

�coolant � density of coolant, kg/m3

�� � density ratio, ��cavity−�coolant� /�coolant
Symbols used in the development of the stability analysis are
defined in the Appendix and the Stability Criteria section as they
are used.

Appendix

Governing Equations. The governing equations of an inviscid
compressible flow are

�t
* + V* · � �* + �* � · V* = 0 �A1a�

�*�Vt
* + V* · �V*� = − �p* �A1b�

and

dp*

dt
= − a2�* � · V* �A1c�

where V* is the velocity having �u* ,v* ,w*� as the components in
the cylindrical coordinates �x ,r ,��, �* is the fluid density, p* is
the pressure, and a is the speed of sound. Let a steady, parallel
axisymmetrical flow be subject to small disturbances such that

u* = U�r� + F�r�ei�	x+n�−�t� �A2a�

v* = G�r�ei�	x+n�−�t� �A2b�

w* = W�r� + H�r�ei�	x+n�−�t� �A2c�

p* = p�r� + P�r�ei�	x+n�−�t� �A2d�

�* = ��r� + Q�r�ei�	x+n�−�t� �A2e�

Substituting Eq. �A2� into Eq. �A1� and subtracting from the basic
flow, which also satisfies Eq. �A1�, the linearized inviscid stability
equations can be rewritten as follows:


Q + ��G + �m = 0 �A3a�


F + U�G +
	

�
P = 0 �A3b�


G +
2W

r
H +

W2

�r
Q −

1

�
P� = 0 �A3c�


H + �W� +
W

r
�G +

n

�r
P = 0 �A3d�


P +
�W2

r
G + a2�m = 0 �A3e�

where

m = 	F + G� +
G

r
+

n

r
H �A4�

Fig. 14 Effects of density and axial velocity profile widths on
variation of density ratio required for stability with Rossby
number for tangential velocity Profile 2
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 = 	U − � +
nW

r
�A5�

and the prime denotes differentiation with respect to r. The vari-
ables, F, H, P, Q, and m can be eliminated from Eqs.
�A3a�–�A3e� to yield a second-order differential equation for G,


2��S

r
�rG��	�

− �
r���S

r
��

+
2nW

r2 ��S − r�
2M�
2�S

r2 ��

− �4nW


r
− M�

2�
2M�
2�S

r2 + ��
2 − N2 − ��
G = 0 �A6�

where

� = 
� +
2nW

r2 �A7a�

� =
1

r3 �r2W2�� �A7b�

S =
r2

n2 + 	2 −
r2
2

	2

�A7c�

N2 =
W2

r
���

�
−

M�
2

r
� �A7d�

M� =
W

a
�A7e�

The boundary conditions are

G�r1� = G�r2� = 0, �A8�

where r1 and r2 are the radial locations of concentric cylinders.
Note that N2�0 in Eq. �A6� does not imply basic stability.

Constant Density Condition. For a constant density fluid, Eq.
�A6� is reduced to the equation derived by Howard and Gupta
�11�:


2�S

r
�rG��	�

= �
2 + 
r�S

r
�
� +

2nW

r2 �	�

−
2	WS

r2 �	�rW�� − nU��
G = 0 �A9�

Perfect Gas Condition. For a perfect gas, p=�RT and a2

= 
̄RT and

1/2�U2 + W2� +
1


̄ − 1
a2 =

1


̄ − 1
a0

2 �A10�

From the momentum equation, �A1b�, a rotationally symmetric
basic flow has the radial pressure gradient

p� =
�W2

r
�A11�

The stability parameter, N2, can be derived as

N2 =
W2

r2 ��
̄ − 1�M� −
rT�

T
	 �A12�

or in terms of total temperature, T0, Eq. �A12� becomes

N2 =
W2

r2 �
̄ − 1���1 + C� −
rT0�

2T0
�	M�

2 + CxM�Mx −
rT0�

2T0
Mx

2

−
rT0�

�
̄ − 1�T0

�A13�

where

Cx = rU�/W, C� = rW�/W, Mx = U/a �A14�

Perfect Gas at Constant Total Temperature. For T0�=0, the
stability parameter, N2, for the compressibility and density varia-
tion is

N2 =
W2

r2 �
̄ − 1���1 + C��M�
2 + CxM�Mx� �A15�

The Mach numbers play an intricate role on the stability depend-
ing on the parameters C� and Cx. For C��−1 and Cx�0, an
increase of the Mach number tends to increase the region of sta-
bility. Although applicable to other swirling flow applications, this
condition is not usually applicable for compressor cavity applica-
tions because the cavity gas and cooling gas usually have different
total temperatures.

Several constraints, conditions, and applications for Eq. �A6�
are described in the main text.
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Buoyancy-Induced Flow in a
Heated Rotating Cavity
Experimental measurements were made in a rotating-cavity rig with an axial throughflow
of cooling air at the center of the cavity, simulating the conditions that occur between
corotating compressor disks of a gas-turbine engine. One of the disks in the rig was
heated, and the other rotating surfaces were quasi-adiabatic; the temperature difference
between the heated disk and the cooling air was between 40 and 100°C. Tests were
conducted for axial Reynolds numbers, Rez, of the cooling air between 1.4�103 and 5
�104, and for rotational Reynolds numbers, Re�, between 4�105 and 3.2�106. Velocity
measurements inside the rotating cavity were made using laser Doppler anemometry, and
temperatures and heat flux measurements on the heated disk were made using thermo-
couples and fluxmeters. The velocity measurements were consistent with a three-
dimensional, unsteady, buoyancy-induced flow in which there was a multicell structure
comprising one, two, or three pairs of cyclonic and anticyclonic vortices. The core of
fluid between the boundary layers on the disks rotated at a slower speed than the disks,
as found by other experimenters. At the smaller values of Rez, the radial distribution and
magnitude of the local Nusselt numbers, Nu, were consistent with buoyancy-induced flow.
At the larger values of Rez, the distribution of Nu changed, and its magnitude increased,
suggesting the dominance of the axial throughflow. �DOI: 10.1115/1.2032451�

1 Introduction
The work described here was conducted as part of a major

European research project, entitled “The Internal Cooling Air Sys-
tems for Gas Turbines” �ICAS-GT�. The project, which was spon-
sored by the European Commission, ran from 1998 to 2000 and
involved ten gas turbine companies and four universities. The
University of Bath was responsible for the measurements in an
annular rotating cavity with an axial throughflow of cooling air,
which is the subject of this paper.

Figure 1 shows a schematic diagram of a rotating cavity with an
axial throughflow of cooling air. This provides a simple model of
the flow that occurs between corotating, high-pressure compressor
disks where air, extracted from an upstream compressor stage,
passes through the center of the disks on its way to the turbine
cooling system. Figure 1�a� shows the case where there is a cen-
tral inlet, with no inner shaft. Figure 1�b� shows an annular inlet in
which a central shaft corotates with the disks; in multishaft en-
gines, the shaft rotates at a lower speed than the disks, but that
case is not considered here.

In some engines, the compressor disks are sealed so that there
can be no inflow or outflow of cooling air into the rotating cavity
between the disks. If the solid boundaries of the system all had the
same temperature then solid-body rotation would occur. In prac-
tice, the disks have radial temperature gradients, and the down-
stream disk is usually hotter than the upstream one. The rotating
outer cylindrical surface �the shroud� is usually at a higher tem-
perature than the inner cylindrical surface, particularly in steady-
state operation or during the takeoff period of an aeroengine. Such
temperature differences create buoyancy-induced flow in the ro-
tating cavity, where the centripetal acceleration �−�2r� can be
around 104 times larger than the gravitational acceleration. Such
buoyancy-induced rotating flows are usually three dimensional
and unsteady, making measurements and computations difficult.

When there is an axial throughflow of cooling air, buoyancy-

induced flow in the outer part of the cavity interacts with the
secondary flow of cooler air induced by the central throughflow;
that case is considered here. In Sec. 2, some previous research
studies are discussed; Sec. 3 describes the experimental apparatus
and the measurement techniques; experimental results are pre-
sented and discussed in Sec. 4; and Sec. 5 contains the main
conclusions.

2 Previous Research
The research described in this section was not part of ICAS-GT.

2.1 Sealed Cavities. The Aachen group �see Refs. �1–4��
made measurements in a sealed rotating annulus where the heat
flow could be either axial �from a hot disk to a cold one� or radial
�from a hot shroud to an inner cylinder�. For axial heat flow, they
defined the rotational Reynolds number as

Re2 =
�rms

�
, �2.1�

where s is the axial space between the disks and rm is the mean
radius given by

rm = 1/2�a + b� . �2.2�
For radial heat flow,

Re3 =
�rmb�1 − xa�

�
. �2.3�

For the axial and radial heat flows, two different Grashof num-
bers �Gr2 and Gr3, respectively� were used where

Gr2 =
�2rms3

�2 ��TH − TC� �2.4�

and

Gr3 =
�2rm�b − a�3

�2 ��TH − TC� . �2.5�

The temperatures correspond to the hot and cold disks or the hot
shroud and cold inner cylinder.

The corresponding Nusselt numbers were defined as
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Nu2 =
qavs

k�TH − TC�
�2.6�

and

Nu3 =
qavb ln�b/a�
k�TH − TC�

, �2.7�

where qav is the average heat flux. For pure conduction �as Gr
→0�, both Nusselt numbers tend to unity.

For the axial heat-flow case, their measurements of Nu2 were
correlated for G=0.5, xa=0.52, and 2�108�Ra2�5�1010 by

Nu2 = 0.346 Ra2
0.124. �2.8�

For the radial heat-flow case �with insulated disks�, tests were
conducted for 107�Ra3�1012 for three different geometries.
Geometry A �axisymmetric annulus with G=0.34, xa=0.35�:

Nu3 = 0.266 Ra3
0.228. �2.9�

Geometry B �axisymmetric annulus with G=0.5, xa=0.52�:

Nu3 = 0.317 Ra3
0.211. �2.10�

Geometry C �annulus with eight 45 deg segments with G=0.5,
xa=0.52�:

Nu3 = 0.365 Ra3
0.213. �2.11�

That Nu3 for geometry A is larger than for B is attributed to the
fact that, for any value of Ra3, Re3 for A is smaller than for B;
buoyancy-induced flow is attenuated by Coriolis forces, and these
increase as Re2 increases. Nu3 for the segmented annulus C were
greater than for the axisymmetric annulus B. The radial walls in C
provide the necessary circumferential pressure gradient needed to
create the radial flow; increasing Re3 has little adverse effect.

It is also worth noting that, for similar conditions, the Nusselt
numbers for radial heat flow are larger than for axial heat flow. As
shown by King �5�, a radial temperature gradient creates unstable
conditions resulting in pairs of cyclonic and anticyclonic vortices;
these vortices are attenuated by the Coriolis forces. For the seg-
mented cavity, a single anticyclonic vortex is formed.

2.2 Effect of Axial Throughflow. The Sussex group �see
Refs. �6–11�� made measurements in a rotating cavity with an
axial throughflow of cooling air �see Fig. 1�a��; either the disks or
the shroud were heated. Their measurements were correlated us-
ing the dimensionless groups, defined below:
Rotational Reynolds number:

Re� =
�b2

�
. �2.12�

Axial Reynolds number:

Rez =
WL

�
, �2.13�

where W is the bulk-average axial velocity given by W
= ṁ /�a2�, and L is a characteristic length given by L=d. �For the
annular inlet shown in Fig. 1�b�, W� ṁ /2�a	r� and L=2	r.�
Rossby number:

Ro =
W

�a
=

Rez

Re�

b2

La
. �2.14�

Grashof number �for heated disks�:

Gr4 =
�2r�b − r�3

�2 ��T0 − TI� . �2.15�

Nusselt number �for heated disks�:

Nu4 =
qo�b − r�
k�T0 − TI�

. �2.16�

In all cases, the fluid properties were based on the conditions at
entry to the system.

The axial jet of fluid passing through the center of the cavity
sets up a toroidal secondary flow inside the cavity, the strength
and radial extent of which increases as Ro and G increase. The
axial jet is susceptible to vortex breakdown �see Ref. �12��, the
nature of which also depends on Ro and G. At the smaller radii,
where the recirculation is strong, free-vortex flow occurs and
V� /�r can exceed unity: values of V� /�r
20 have been mea-
sured. At the larger radii, where the effects of the axial through-
flow are weak, quasi-solid-body rotation occurs; it is in this region
that buoyancy effects are likely to be strong. Heat transfer is
therefore due to mixed convection: forced convection �generated
by the axial flow� at small radii, and free convection �generated by
the buoyancy-induced flow� at large radii.

Flow visualization at Sussex revealed that the buoyancy-
induced flow was nonaxisymmetric: regions of cyclonic and anti-
cyclonic circulation, separated by so-called radial arms, were ob-
served. As cyclonic and anticyclonic vortices generate regions of
low and high pressure, respectively, they provide the circumferen-
tial variation of pressure required to create radial inflow and out-
flow in the cavity. Laser Doppler anemometry �LDA� measure-
ments showed that the core of fluid between the boundary layers
on the disks rotated at a speed lower than that of the disks. For
example, for G=0.24, Rez=104, Re�=4�105, Ro=1.2, and x
=0.63, V� /�r decreased from unity at 	T=0°C to around 0.93 at
	T=80°C.

For the ”symmetrically heated” case, where both disks were
heated to similar temperatures �which increased radially�, the
Nusselt numbers were correlated for G=0.138 by

Nu4 = 0.0054 Rez
0.30Gr4

0.25. �2.17�

Long et al. �9� carried out a combined computational and experi-
mental study for a simple cavity and for a compressor geometry.
In the experiments, the disks and shrouds of the cavity could be
independently heated; for the computations, they used an un-
steady, three-dimensional �3D� elliptic solver with a mixing-
length turbulence model. Their computations showed that some of
the axial throughflow was ingested into the outer part of the cav-
ity; in the outer region, near the heated shroud, cyclonic and an-
ticyclonic vortices were observed.

In summary, it can be seen that heated rotating cavities, with or
without an axial throughflow, produce complex flow structures. A
radial gradient of temperature, produced by heating the disks or
shroud, generates buoyancy effects that create three-dimensional
unsteady flow. In addition, vortex breakdown, if it occurs in the
axial jet, can further complicate the problem. A more detailed
summary of buoyancy-induced flow in rotating cavities can be
found in Ref. �13�.

Fig. 1 Rotating cavity with axial throughflow of cooling air
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3 Experimental Apparatus and Procedure

3.1 Experimental Rig. The rotating-cavity rig is shown in
Fig. 2. The salient dimensions of the cavity were a=150 mm, b
=371 mm, 	r=4.8 mm, and s=75.2 mm �xa=a /b=0.40, G=s /b
=0.20�.

The downstream disk was made from 10-mm-thick steel, the
back face of which was radiantly heated by a 21-kW stationary
electric heater, and the front �cavity-side� face was covered by a
1-mm-thick glass-fiber mat in the outer surface of which 10 RDF
fluxmeters and 10 thermocouples were embedded. The upstream
disk, which was 12 mm thick, was made from transparent poly-
carbonate. The outer shroud was made from 5-mm-thick glass-
fiber composite, the inner surface of which was thermally insu-
lated by a 5-mm-thick layer of Rohacell foam. The inner cylinder,
which was made from Rohacell foam, rotated synchronously with
the two disks and the shroud. “Cobs,” also made from Rohacell
foam, were attached to the two disks; the cobs simulated the hubs
found on compressor disks, and they also provided annular pas-
sages at inlet to and outlet from the cavity to encourage the air to
enter and leave in the axial direction.

The rotating cavity and heater unit were enclosed by a station-
ary steel casing, designed to withstand a differential pressure of 3
bars. A window, in the upstream side of the casing, provided op-
tical access for LDA measurements. Cooling air for the cavity, and
pressurizing air for the outer casing, was supplied by a Bellis &
Morcom compressor with a maximum output of around 1 kg/s at
4 bars absolute pressure. The cooling air was supplied, via station-
ary piping and an inlet volute, into the annular space between the
rotating inner and outer tubes. The air then flowed radially out-
ward through the axial and radial clearances between the rotating
inner cylinder and the upstream disk. After flowing axially
through the cavity, the air left the system, via the axial clearance
between the inner cylinder and the downstream disk, through the
rotating inner tube from where it flowed into a stationary tube.
Radial vanes, attached to the upstream and downstream radial
faces of the inner cylinder, ensured that the air entered the system
with solid-body rotation. The “active” surfaces of the inner and
outer rotating tubes were thermally insulated with a 5-mm-thick
layer of Rohacell foam; this reduced the heat transfer to and from
the air on its way to and from the rotating cavity.

Leakage of air between the rotating and stationary components
was minimized by the use of five pressurized labyrinth seals. By
feeding pressurized air to each seal, the pressure difference be-
tween the cooling air and the ambient air was minimized; this
prevented, or reduced significantly, the loss of cooling air on its
way to or from the rotating cavity. �The seal immediately down-
stream of the volute was the most difficult one to pressurize, and
this resulted in loss of some of the inlet air. Consequently, the
mass flow rates were based on the values measured at outlet from

the cavity.�
Owing to stress considerations, the maximum speed of the

polycarbonate disk was limited to 1500 rev/min. The cavity was
rotated by means of a combination of two thyristor-controlled dc
motors �not shown in Fig. 2�, with a total output of 26 kW, and the
rotational speed of the cavity could be controlled to ±1 rev/min.
A toothed-belt and pulley system was used to transfer the power
from the motors to the upstream and downstream disks; a layshaft
ensured corotation of the two disks.

3.2 Instrumentation. As stated above, there were ten thermo-
couples and ten fluxmeters on the front �cavity-side� surface of the
heated downstream disk. �Owing to failures, and to the fact that
some of the instrumentation was covered by insulating foam, not
all the fluxmeters were serviceable.� The signals from the rotating
instrumentation were brought out through a 52-channel silver and
silver-graphite slipring unit. The voltages were then measured us-
ing a computer-controlled Solartron data-logger and digital volt-
meter with a resolution of ±1 �V. The uncertainty of the thermo-
couple measurements was estimated to be ±0.3°C. The
uncertainty in the Nusselt numbers was dominated by the uncer-
tainty in the radiation, as discussed in Sec. 4.1.

The temperatures of the air at inlet to and outlet from the sys-
tem were measured using total-temperature probes inserted in the
stationary tubing upstream and downstream, respectively, of the
rig. The voltage outputs from the total-temperature probes were
measured using the data logger. No instrumentation was attached
to the shroud or to the inner cylinder, both of which were sensibly
adiabatic, or to the polycarbonate disk, which was quasi-adiabatic.

The flow rates of the cooling air and sealing air were measured
using orifice plates made to British Standards BS1042, and the
estimated uncertainty was ±3% of the measured flow rate. The
absolute pressures of the air, and the pressure drop across the
orifice plates, were measured using a pair of absolute and differ-
ential pressure transducers multiplexed by a Scanivalve system,
the outputs of which were recorded on the data logger.

The LDA system used was very similar to that described in Ref.
�14�, and only salient details are given here. The system used a
4-W Spectra-Physics argon-ion laser, the beam of which was
transmitted to the optics through a fiber-optics cable with an effi-
ciency of around 50%. The TSI optics, which were configured in
a single-component back scatter mode, were mounted on an x-y
traversing table, allowing movement in the radial and axial direc-
tions. By turning the transmitting optics through 90 deg, it was
possible to measure either the radial or the tangential component
of velocity. The transmitting optics included a Bragg cell which
allowed frequency shifts of up to 40 MHz, and the beam spacing
was 50 mm which, with a 250-mm focal-length lens, produced an
optical probe volume around 1.4 mm long and 0.14 mm diameter.
The Doppler signal from the receiving optics was processed by a
TSI IFA-750 burst correlator, which could handle frequencies up
to 90 MHz with signal-to-noise ratios as low as −5 dB. Micron-
sized oil particles for the LDA measurements were injected into
the cooling-air supply upstream of the rotating tubes in the rig.
Table 1 shows the values of Re�, Re, and Ro for the test matrix.

4 Experimental Results

4.1 Analysis of Data. The rotational and axial Reynolds num-
bers, Re� and Rez, are defined by Eqs. �2.12� and �2.13�, with fluid
properties based on conditions at inlet to the system. The local
Nusselt number, Nu, used here is

Nu =
qr

k�TO − TI�
, �4.1�

where q is the convective heat flux, To is the disk temperature at
radius r, and TI is the temperature of the air at inlet.

The fluxmeters on the disk measured the total heat flux, com-
prising the convective and radiative fluxes. An approximate cal-
culation for the radiation was used to estimate the radiative fluxes.

Fig. 2 Schematic diagram of rotating-cavity rig
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The calculation assumed blackbody radiation from the heated disk
to the unheated one; the temperature of the unheated disk, which
was not measured, was assumed to be equal to the temperature of
the cooling air. This is likely to produce an overestimate of the
radiation and an underestimate of the convective flux. The under-
estimate in the measured Nusselt numbers, Nu, is considered to be
as high as 50; this is obviously significant for the smaller values of
Nu presented below.

It should also be noted that the temperature of the heated disk
varied from test to test. If the input power is left constant then the
disk temperature will decrease as the Nusselt numbers increase.
As the magnitude of Nu was unknown before the test was com-
pleted, it proved virtually impossible to control the power so as to
produce a consistent temperature.

4.2 Velocity Measurements. Figure 3 shows the time-
average radial variation of V� /�r, at z /s=0.5, for Re�=4.3
�105, Rez=3000, and 	T�75 °C. It can be seen that 0.96
�V� /�r�0.99 for 0.67�x�0.97; for these conditions,
�Vr /�r��0.01. These results, which were obtained in a thermal
steady state approximately 3.5 h after the heaters had been
switched on, are typical of those at other values of Re� and Rez.
The magnitude of V� /�r is consistent with the Sussex measure-
ments referred to in Sec. 2.

Figure 4 shows the variation of V� /�r with 	T, at z /s=0.5 and
x=0.674, for the same values of Re� and Rez used for Fig. 3. The
time to reach the steady-state value of V� /�r�0.97 at 	T
�75 °C was approximately 3.5 h. Initially, before the heaters

were turned on, V� /�r�1.09 at this value of x. The fact that
V� /�r
1 at 	T=0 and decreases as 	T increases is consistent
with the Sussex findings discussed in Sec. 2.

Figure 5 shows the instantaneous velocity measurements and
power spectrum at different values of 	T, for the same conditions
as Fig. 4. For 	T
58 °C, a dominant spike appears in the power
spectrum at a frequency ratio of f / fo=1.92, where f is the fre-
quency of the spike and fo the frequency of the rotating cavity.
This is consistent with two pairs of cyclonic and anticyclonic
vortices rotating at a speed approximately 4% slower than the
disks.

Table 2 shows the spectral data derived from measurements of
V� in the thermal steady states corresponding to the flow condi-
tions given in Table 1. The ratio is the frequency ratio discussed
above; PDS is the power density spectrum, which gives an indi-
cation of the relative strength of the dominant spike. It is consid-
ered that the data are most consistent for experiments 2, 4, 6, 7, 8,
9, 12, 14, 15, and 20, for which the number of vortex pairs are 2,
2, 2, 3, 2, 1, 2, 3, 2, and 3, respectively.

As stated in Sec. 1, this experimental work was conducted at
the University of Bath as part of the ICAS-GT program, a sum-
mary of which is given in Ref. �15�. Complementary CFD studies

Table 1 Test matrix

Expt. no. Re��÷106� Rez�÷104� Ro

1 0.403 0.147 0.349
2 0.430 0.303 0.674
3 0.774 0.167 0.206
4 0.762 0.305 0.383
5 1.57 0.164 0.100
6 1.63 0.295 0.173
7 0.397 0.606 1.46
8 0.782 0.620 0.758
9 1.52 0.662 0.416
10 0.404 1.22 2.89
11 0.776 1.28 1.58
12 1.71 1.28 0.715
13 0.377 2.55 6.47
14 0.783 2.53 3.09
15 1.66 2.52 1.45
16 0.299 4.49 14.4
17 0.758 4.78 6.03
18 1.28 4.68 3.49
19 3.07 0.147 0.046
20 3.05 0.301 0.094
21 3.08 0.606 0.188
22 3.08 1.25 0.388
23 3.20 2.33 0.696
24 3.13 4.33 1.32

Fig. 3 Steady-state radial variation of V� /�r :Re�=0.43Ã106,
Rez=0.30Ã104, z /s=0.5

Fig. 4 Transient variation of V� /�r :Re�=0.43Ã106, Rez=0.30
Ã104, x=0.674, z /s=0.5

Fig. 5 Instantaneous and spectral velocity measurements for
Re�=0.43Ã106, Rez=0.30Ã104, x=0.674, z /s=0.5
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Table 2 Spectral data derived from V� measurements for thermal steady state

Normalized velocity and the highest peak in PDS

Expt. 1, f0=6.72 Hz Expt. 2, f0=6.72 Hz

x V� /�r f / f0
PDS x V� /�r f / f0

PDS
0.674 0.97 1.88 0.009 0.674 0.97 1.89 0.026
0.728 0.98 3.79 0.004 0.728 0.97 3.76 0.006
0.809 0.99 1.88 0.041 0.809 0.98 1.87 0.056
0.863 0.99 1.90 0.063 0.863 0.99 1.92 0.068
0.943 0.98 1.89 0.094 0.943 0.98 1.92 0.086

Expt. 4, f0=13.1 Hz Expt. 5, f0=26.3 Hz

x V� /�r f / f0
PDS x V� /�r f / f0

PDS
0.674 0.97 1.90 0.051 0.674 0.77 0.03 0.004
0.728 0.98 3.78 0.012 0.728 0.78 0.85 0.007
0.809 0.98 1.88 0.104 0.809 0.83 0.85 0.081
0.863 0.98 1.90 0.133 0.863 0.84 0.02 0.055
0.943 0.98 1.88 0.168 0.943 0.89 0.01 0.079

Expt. 6, f0=26.3 Hz Expt. 7, f0=6.6 Hz

x V� /�r f / f0
PDS x V� /�r f / f0

PDS
0.674 0.90 1.79 0.063 0.674 0.92 2.77 0.013
0.728 0.91 1.79 0.025 0.728 0.92 3.79 0.003
0.809 0.93 1.79 0.098 0.809 0.95 2.69 0.050
0.863 0.93 1.80 0.544 0.863 0.96 2.86 0.090
0.916 0.92 1.79 0.127 0.943 0.97 2.76 0.318

Expt. 8, f0=13.5 Hz Expt. 9, f0=26.2 Hz

x V� /�r f / f0
PDS x V� /�r f / f0

PDS
0.674 0.92 1.84 0.078 0.674 0.75 0.81 0.027
0.728 0.93 3.69 0.016 0.728 0.77 1.57 0.063
0.809 0.95 1.84 0.212 0.809 0.82 0.83 0.188
0.863 0.94 1.84 0.249 0.863 0.85 0.82 0.105

Expt. 10, f0=6.65 Hz Expt. 11

x V� /�r f / f0
PDS x V� /�r f / f0

PDS
0.674 0.85 0.17 0.005 0.674 0.90 1.85 0.023
0.728 0.87 2.71 0.005 0.728 0.91 2.72 0.003
0.809 0.90 2.71 0.011 0.809 0.93 2.74 0.051

0.863 0.94 0.27 0.046
0.943 0.01 1.00 0.000

Expt. 12 Expt. 14

x V� /�r f / f0
PDS x V� /�r f / f0

PDS
0.674 0.85 1.75 0.164 0.674 0.81 2.66 0.108
0.728 0.85 0.01 0.112 0.728 0.82 2.66 0.019
0.809 0.88 1.75 0.203 0.809 0.86 2.66 0.022
0.863 0.90 1.75 0.900 0.863 0.88 2.68 0.125
0.943 0.93 0.88 0.229 0.943 0.93 2.66 0.204

Expt. 15 Expt. 16

x V� /�r f / f0
PDS x V� /�r f / f0

PDS
0.701 0.75 0.03 0.013 0.674 0.67 4.02 0.010
0.728 0.76 1.65 0.091 0.728 0.59 2.00 0.009
0.809 0.80 1.66 0.396 0.809 0.37 0.40 0.005
0.863 0.83 1.66 0.338 0.863 0.36 0.01 0.020
0.916 0.86 1.65 0.737

Expt. 17 Expt. 19

x V� /�r f / f0
PDS x V� /�r f / f0

PDS
0.674 0.60 3.99 0.022 0.67 0.72 0.74 0.041
0.728 0.53 1.91 0.010 0.73 0.74 2.29 0.028
0.809 0.49 1.19 0.023 0.81 0.77 0.07 0.050
0.863 0.53 0.88 0.013 0.86 0.81 0.79 0.116
0.943 0.69 0.35 0.014 0.94 0.84 0.14 0.229

Expt. 20 Expt. 21

x V� /�r f / f0
PDS x V� /�r f / f0

PDS
0.674 0.61 1.18 0.031 0.674 0.56 1.36 0.034
0.728 0.62 2.05 0.138 0.728 0.58 1.36 0.053
0.809 0.67 2.05 0.291 0.809 0.60 0.02 0.070
0.863 0.70 2.06 0.342 0.863 0.65 1.37 0.023
0.943 0.75 2.05 0.086 0.916 0.68 0.18 0.023

Expt. 22 Expt. 23

x V� /�r f / f0
PDS x V� /�r f / f0

PDS
0.674 0.59 1.41 0.013 0.674 0.50 2.39 0.021
0.728 0.61 1.41 0.032 0.728 0.51 2.36 0.023
0.809 0.66 1.41 0.055 0.809 0.55 2.35 0.104
0.863 0.69 2.05 0.044 0.863 0.60 0.02 0.053
0.943 0.73 1.41 0.027 0.943 0.64 0.02 0.065
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were conducted by Volvo Aero Corporation, MTU, and Rolls-
Royce Deutschland; some of this work is also reported in Ref.
�15�. The CFD code used by Volvo solved the 3D unsteady elliptic
equations, using a k- turbulence model, with a grid of 2.6
�106 cells. For experiment 2, the computed flow structure was
consistent with that described above. For experiment 5, the other
case computed, the computed flow became more unsteady with
varying numbers of radial arms. The computations also produced
heat fluxes that were in reasonably good agreement with the mea-
surements. It should be pointed out, however, that these compu-
tations were computationally demanding, requiring around one
month on an eight-node PC cluster or up to one year on a single
PC.

4.3 Heat Transfer Measurements. Figures 6–8 show the ef-
fect of Re� on the steady-state values of 	T and Nu for different
values of Rez. The values of Rez and Re� are nominal, and precise
figures are given in Table 1.

Figure 6 for Rez=0.3�104 shows that Nu increases as Re�

increases and, in the main, as x increases. This is consistent with
buoyancy-induced flow where there is a radial inflow of air on the
heated disk, and the heat flux tends to decrease as x decreases. For
Rez=0.16�104 �not shown here�, the trends were similar but the
magnitude of Nu was smaller. Figure 7 for Rez=1.3�104 shows
similar trends to those shown in Fig. 6.

Figure 8 for Rez=2.5�104 shows different behavior for the
larger values of Re�. In particular, for Re�=3.1�106, the magni-
tude of Nu is very large at the smaller values of x and Nu de-
creases as x increases. This effect, which was also observed at

Rez=4.6�104, is believed to be caused by the penetration of the
cooling air into the cavity, and it is possible that vortex breakdown
has occurred.

Fig. 6 Effect of Re� on �T and Nu for Rez=0.30Ã104

Fig. 7 Effect of Re� on �T and Nu for Rez=1.3Ã104
„for leg-

end, see Fig. 6…

Fig. 8 Effect of Re� on �T and Nu for Rez=2.5Ã104
„for leg-

end, see Fig. 6…
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5 Conclusions
Velocity and heat-transfer measurements have been conducted

in an annular rotating cavity with an axial throughflow of cooling
air. The velocity measurements confirm that, when one disk is
heated, the core of fluid outside the boundary layers rotates at a
slower speed than the disks, and the ratio of the speed of the core
to that of the disks decreases as 	T increases. The velocity spec-
trum provides evidence of a multicell flow structure thought to
comprise one, two, or three pairs of vortices. For Rez�1.3�104,
the measured Nusselt numbers tended to increase as x and Re�
increased, which is consistent with buoyancy-induced flow. At the
larger values of Rez, a sharp increase in the magnitude of Nu was
observed and Nu decreased radially; the effects were consistent
with the circulation created by the cooling air dominating over the
buoyancy-induced flow.
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Nomenclature
a � inner radius of cavity �radius of inner cylinder�
b � outer radius of cavity
d � diameter of circular inlet
f � frequency

f0 � cavity frequency
g̃ � acceleration
G � s /b, gap ratio

Gr � g̃L3�	T /�2, Grashof number
k � thermal conductivity
L � characteristic length
ṁ � mass flow rate
n � number of vortex pairs

Nu � qL /k	T, Nusselt number
Pr � � /�, Prandtl number
q � heat flux
r � radius

rm � 1/2�a+b�, mean radius of annulus
Ra � PrGr, Rayleigh number

Re2 � �rms /v, rotational Reynolds number
Re3 � �rmb�1−xa� /v, rotational Reynolds number
Re� � �b2 /�, rotational Reynolds number
Rez � WL /�, axial Reynolds number
Ro � W /�a, Rossby number

s � axial gap between disks
t � time

T � absolute temperature
Vr, V� � radial, tangential components of velocity in

stationary frame of reference
W � bulk-average axial velocity
x � r /b, nondimensional radius

xa � a /b, radius ratio of cavity
z � axial distance from heated disk
� � thermal diffusivity
� � T ref

−1, volume expansion coefficient
	r � radial clearance of annular inlet
	T � temperature difference

� � dynamic viscosity
� � kinematic viscosity
� � density

� � angular speed of cavity

Subscripts
av � average value
C � cold surface
H � hot surface
I � inlet value
o � disk surface ref reference value
s � shroud surface

2,3,4,5 � refer to Nu, Gr, Ra used in different definitions
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Influence of High Fogging
Systems on Gas Turbine Engine
Operation and Performance
High fogging is a power augmentation device where water is sprayed upstream of the
compressor inlet with higher mass flow than that which would be needed to saturate the
intake air. The main focus of this paper is on applications of high fogging on the ALS-
TOM gas turbine engines of the family GT24/GT26. Engine operation and performance
are illustrated based on test results obtained from four different engines that have mean-
while accumulated more than 12,000 operating hours (OH) in commercial operation with
ALSTOM’s ALFog® high fogging system. The effect of internal cooling (water evapora-
tion inside the compressor) is investigated considering actual compressor boundaries
matched within the complete engine. Changes in the secondary air system (SAS) and
corresponding movement of the engine operating line have been taken into account.
Power output gain as high as 7.1% was experimentally demonstrated for injected water
mass fraction �f =mH2O/mair� equal to 1% and considering internal cooling effects only.
Higher figures can be obtained for operation at low ambient relative humidity and partial
evaporation upstream of the compressor inlet. �DOI: 10.1115/1.1926313�

1 Introduction

The effects of water ingestion and evaporation inside axial
compressors have been subject to experimental and theoretical
investigation since the early applications of turbojet engines for
aircraft propulsion. There are two reasons for this: Aircraft en-
gines are naturally subject to water ingestion in case of rain; water
injection at the inlet of the compressor was recognized to be a
convenient solution for increasing temporarily the engine thrust
�for example, to allow faster take-off during hot days�.

When liquid water is introduced at the compressor inlet, the
compression of the gas-phase is no longer adiabatic: The injected
water �liquid-phase� evaporates inside the compressor; the heat of
evaporation is supplied by the gas-phase, which is consequently
cooled down. Due to the “creation” of gas—in the form of water
vapor—and to the �internal� cooling of the gas-phase, the volume
flow distribution through the compressor varies. Consequently, the
flow velocity triangles and the aerodynamic load of the compres-
sor blades and vanes also change. In common literature the ex-
pression “internal cooling” is used to refer to the composition of
these thermodynamic and aerodynamic phenomena.

Studying the early publications about internal cooling, remark-
able is the work of Hill �1� published in 1963. The author de-
scribed the effects of internal cooling including the load redistri-
bution among the compressor stages and the corresponding
variation of the compressor characteristics.

In recent years, internal cooling has gained renewed interest.

Major gas turbine manufacturers have started investigating its ap-
plication as a means of power augmentation for stationary gas
turbine engines.

Of particular significance are the results obtained by Utamura et
al. �2� in 1998 and the analysis done by Horlock �3� in 2001. Two
noteworthy papers have also been presented in the last ASME
Turbo Expo 2003 by Härtel and Pfeiffer �4� as well as by White
and Meacock �5�.

Since the year 2000, ALSTOM �Switzerland� has been running
a development program with the purpose of investigating the im-
pact of conventional air inlet cooling systems and high fogging on
heavy-duty gas turbine engines. A good summary of the develop-
ment work has been presented by Lecheler and Hoffmann �6�.
Preliminary results have been reported by Hoffmann �7� and by
Hoffmann and Ojo �8�.

Validation of high fogging on gas turbine engines of the type
GT24/GT26 has been completed. This paper summarizes the re-
sults of this validation phase.

The first part of the paper deals with the integration of the
ALFog® high fogging system within the gas turbine engine: The
operation concept and the hot commissioning adjustments are de-
scribed; the methods applied to evaluate the engine tests with high
fogging are briefly explained.

The second part is mainly focused on the impact of internal
cooling on the compressor and engine performance parameters.
Furthermore, the reasons behind the required changes in the en-
gine operation concept and the commissioning procedure are out-
lined. The figures presented are based on calculations made using
a complete engine model fully calibrated and validated on the
basis of the test results. The compressor behavior is also described
for operation with real boundary conditions corresponding to a
complete matching with the other engine components and, in par-
ticular, with the secondary air system �SAS�. This has not been
done so far in the open literature.

Contributed by the International Gas Turbine Institute �IGTI� of ASME for pub-
lication in the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript
received October 1, 2003; final manuscript received March 1, 2004. IGTI Review
Chair: A. J. Strazisar. Paper presented at the International Gas Turbine and
Aeroengine Congress and Exhibition, Vienna, Austria, June 13–17, 2004, Paper No.
GT2004-53788.
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1.1 Nozzle Type and Droplets Behavior. The engine tests
have been carried out using nozzles with Sauter mean droplet
diameter DSauter, see definition in Eq. �1�, smaller than 30 �m as
average of measurements over the whole plume conducted in still
air.

DSauter = �� Nj · Dj
3� � �� Nj · Dj

2� �1�

In order to obtain a performance benefit by a reduction of the
initial droplet size �using different nozzles�, the water droplets
have to be small enough to remain entrained in the flow and
follow the streamlines without impacting over the compressor
blades. Based on preliminary calculations, White and Meacock �5�
have pointed out that only droplets smaller than �5 �m are ca-
pable of doing so.

Droplets with a larger diameter impinge quickly upon the blade
surface, consequently, there is a film evaporation, which is mainly
driven by the extension of the blade surface area rather than by the
initial droplet size �Hill �1��.

The nozzles currently available on the market, and suitable for
gas turbine applications, are not capable of producing droplets
smaller than 5 �m over the whole spray. Therefore, the results
presented in this paper can be considered generally valid with
respect to the present technology.

Together with droplet size, other factors characterize the quality
of a nozzle and have to be taken into account to choose the best
nozzle for high fogging applications. In particular: Robustness
and performance stability over a lifetime; water mass flow at de-
sign supply pressure; specific purchase and installation costs with
respect to nozzle water mass flow. At the same time, aspects as-
sociated to compressor blade and vane materials and to their re-
sistance to erosion have to be considered as well.

1.2 Architecture and Performance of GT24 and GT26.
Readers not familiar with the architecture of the GT24/GT26 en-
gine family can refer to the sketch in Fig. 1.

GT24 and GT26 are single-shaft engines that operate on a
unique re-heated thermodynamic cycle making use of two indi-
vidually controlled combustion chambers. The compressor inlet
mass flow is regulated by means of three rows of variable inlet
guide vanes �VIGV�. All this results in high efficiency throughout
the whole load range.

Table 1 shows the main performance parameters for operation
on Natural Gas at ISO conditions �9�.

2 High Fogging System
In order to ensure safe engine operation without affecting com-

ponent lifetime, each high fogging system has to be well inte-
grated within the gas turbine engine. This has been one of the

main targets during the development of the ALFog® high fogging
system.

As shown in Fig. 2, the hardware of the ALFog® high fogging
system mainly consists of a nozzle rack installed in the engine air
intake and connected to a pump skid. In order to avoid large
secondary droplet formation �e.g., over the supporting structures
inside the air intake�, the nozzle rack is located relatively close to
the compressor inlet.

The control of the ALFog® high fogging system is integrated
into the gas turbine engine control logic. The local unit governs
the pump skid and exchanges signals with the engine core con-
troller �more details in Sec. 2.1�.

The nozzle rack is divided into nozzle-groups. The sprayed wa-
ter mass flow can be regulated by activating a certain number of
nozzle-groups while keeping the water supply pressure constant
��140 bar in typical installations�.

The sprayed water evaporates mainly inside the compressor
�“internal cooling”�, but also partly upstream of it in the portion
of air intake between the nozzle rack and the compressor inlet
�“evaporative air inlet cooling”�.

The effect of evaporative air inlet cooling is a reduction in
temperature and an increase in humidity at the inlet of the com-
pressor. Consequently the gas turbine engine reacts in a similarly
way as it would for normal variations in ambient conditions.

Internal cooling, instead, introduces significant changes in the
pressure and temperature build-up along the compressor �refer to
Sec. 3�. Specific engine adjustments are required for safe opera-
tion and in order not to affect component lifetime. These adjust-
ments are described in Sec. 2.2.

In order to investigate and model high fogging properly, both
evaporative air inlet cooling and internal cooling effects have to

Fig. 1 Architecture of the GT24/GT26 engine family

Table 1 GT24 and GT26 on Natural Gas at ISO conditions †9‡
„engines equipped with quench coolers in the secondary air
system…

GT24 GT26

Grid frequency Hz 60 50
Shaft speed Rpm 3600 3000
Gross electrical output MW 187.7 280.9
Gross electrical efficiency % 36.9 38.3
Gross heat rate kJ/kWh 9756 9400
Compressor pressure ratio - 32:1 32:1
Exhaust gas flow kg/s 445 632
Exhaust gas temperature °C 612 615
NOx emissions
�corrected to 15% O2, dry�

vppm �25 �25

Fig. 2 High fogging system layout and engine air intake
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be analyzed and quantified. More details about test evaluation and
engine modeling are provided in Sec. 2.3.

2.1 Operation Concept. The expression “operation concept”
is used to refer to a set of rules and physical values that describe
the limits within which a certain system can operate and the way
it reacts to external inputs and boundary conditions.

The ALFog® high fogging system operation concept is practi-
cally an extension of the overall engine concept. It determines the
way the gas turbine and the high fogging system react to inputs
from the operator of the power plant and to variable ambient
conditions. Great attention has to be paid to the determination of
the operation concept. Operation rules and settings will signifi-
cantly influence the engine performance gain with high fogging,
the availability of the high fogging system and the engine safety
of operation.

This section illustrates the main aspects that require investiga-
tion and the corresponding changes that have been applied for
updating the operation concept of the GT24/GT26 engine family.

2.1.1 ALFog® High Fogging System Operational Cycle. The
plant operator sets the desired power output load set point of the
plant �LSP� depending on the power demand that the plant is
facing. In the case that the LSP is higher than what the plant can
produce at base load, the operator can decide to activate a power
augmentation device, e.g., high fogging. If the ambient relative
humidity is low, the activation of a conventional AIC system is
recommended beforehand to improve the uniformity of the tem-
perature profile at the compressor inlet �see item “b” below for
more information�.

During operation, the high fogging system constantly regulates
the water mass flow to the minimum amount sufficient for achiev-
ing the LSP. Variations of ambient conditions and possible
changes of LSP are automatically compensated for. As the water
mass flow can be regulated only in discrete steps, fine tuning of
the power output is achieved by regulating the standard engine
control parameters: VIGV and turbine inlet temperature �TIT�.

In ALSTOM gas turbines, the TIT is calculated—in accordance
with ISO 2314 �9�—from measured input parameters �i.e., turbine
outlet temperature, turbine pressure ratio, and ambient tempera-
ture� as mixed turbine inlet reference temperature. The hot gas
temperature corresponding to the TIT is evaluated by means of a
heat balance in a performance measuring point.

Maximum engine power output is obtained with full water mass
flow and with VIGV and hot gas temperature �at turbine inlet�
corresponding to the same settings as for engine base load opera-
tion without high fogging.

High fogging shut down can be initiated manually by the op-
erator or automatically by the engine control system when LSP is
reduced below the values that the plant is capable to reach without
high fogging.

2.1.2 Engine Protection Considering High Fogging. Several
issues have to be considered concerning engine protection and
safety of operation. Some of them are general and valid for all
engine types, others are engine type specific. In the next para-
graphs, five issues of particular importance are described together
with their solutions:

�a� Ice formation in the first compressor vane and blade
rows. Because of the flow acceleration within the inlet
guide vanes of the compressor, water condenses from the
air stream and ice can be formed even with ambient tem-
perature higher than 0°C and without high fogging. Air
inlet cooling exacerbates this problem as it reduces the
temperature at the compressor inlet and increases the wa-
ter content of the flow. High fogging operation is, there-
fore, limited to a certain minimum ambient wet-bulb tem-
perature. Figure 3 shows the corresponding limiting
curve in terms of ambient temperature and relative hu-
midity.

�b� Induced distortion of the temperature profile at the com-
pressor inlet. When high fogging operates as a standalone
system �without being assisted by conventional AIC� and
at low water mass flow, only some of the nozzle-groups
are activated. The cooling of the intake air is conse-
quently not perfectly homogeneous. It is safe to assist
high fogging with a conventional AIC system in case of
ambient conditions with high cooling potential �tamb
− tamb,wetbulb�. Figure 3 shows the corresponding limiting
curve. Its particular position is engine type specific, a
conservative calculation approach has been applied. The
cooling potential at each ambient condition is also repre-
sented in the diagram by means of dashed lines.

�c� Engine operation at low grid frequency. Internal cooling
modifies the aerodynamic loading along the compressor
and can reduce the surge margin. Careful analysis of the
flow stability through the compressor is therefore needed
to determine the minimum compressor reduced speed
�nin

* � at which it can operate safely.

nin
* =

n
�Rair · Tair

�2�

This results in a limitation on the minimum allowable
grid frequency. Based on Eq. �2�, it can be shown that
this limitation has to be more stringent at high compres-
sor inlet temperature Tair.

�d� Fuel mass flow regulation during transients. As the fuel
mass flow with high fogging is higher than during normal
operation ��5.5% more for f =1%�, special attention has
to be paid to the controller capability during transient
operation. Extensive test and calibration campaigns have
proven the developed engine control system to be very
robust and effective in keeping constant hot gas tempera-
ture during transients �8�.

�e� Drain supervision. Water aggregation at the bottom of the
compressor bell-mouth can cause water sheets to be
sucked into the compressor. The effect would be progres-
sive erosion of compressor vanes and blades.

The problem has been solved by installing sensors for continu-
ous monitoring of proper functioning of the water drain lines.
Besides that, it is furthermore important to ensure a controlled
flow pattern and sufficient distance between the lower edge of the
bell-mouth and the actual position of the blades.

Fig. 3 Limits of operation with high fogging
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2.2 Hot Commissioning. The task of the hot commissioning
is to adjust the engine according to the operational limits which
are part of the operation concept �see Sec. 2.1�. This is needed to
fulfill the operational requirements of the engine. In addition, op-
eration has to be safe with regard to combustion behavior �pulsa-
tions� and mechanical integrity.

For the three commercial GT24/GT26 engines equipped with
high fogging, the hot commissioning consisted of the following
main tests:

• emission measurements at varying hot gas temperatures up
to base load in “dry” and in high fogging operation,

• performance measurements at part load in “dry” operation,
• base load adjustments by carrying out performance mea-

surement points at base load in both “dry” and high fogging
operation.

As part of the development program, two additional compre-
hensive test campaigns on the GT26 at the ALSTOM test center in
Birr �Switzerland� were carried out beforehand.

The following tests have also been undertaken in order to vali-
date mechanical integrity and operation of the high fogging sys-
tem and its impact on transient engine operation:

• transient loading and de-loading tests with high fogging,
• traverse measurements of the air intake flow velocity,
• vibration measurements of the nozzle rack,
• optimization of the positioning of the nozzles on the high

fogging nozzle rack.

The secondary air system �SAS� consists of all pipes and con-
nections that are used to convey the cooling air from the compres-
sor extractions to the combustor and turbine hot parts. As ex-
plained in Sec. 3, internal cooling changes the temperature,
composition and mass flow at the compressor extractions. During
hot commissioning, the SAS can be adjusted by modifying the
diameter of orifices installed in the main cooling air pipes. For
engines equipped with high fogging, special orifices settings have
been designed according to the engine adjustment requirements
�the engine base load adjustment has to be done for final orifice
configuration, as any change in the SAS slightly modifies the
relation between TIT and hot gas temperature�.

With the help of the above mentioned tests, it was possible to
determine and implement an optimized operation concept. The
performance targets were reached while ensuring safe engine
operation.

2.3 Experimental Tests and Models. The development pro-
gram conducted within ALSTOM �Switzerland� included engine
tests with evaporative coolers, chillers, fogging systems and high
fogging systems.

A typical high fogging test run consists of a sequence of per-
formance measurement points with increasing sprayed water mass
flow from f =0% to approximately f =1.2%. Each test run includes
at least one “dry” point �PMPdry� and several points with high
fogging active �PMPHF�.

For the GT24/GT26 engine family, 35 measurement points with
the ALFog® high fogging system at simple cycle base load opera-
tion have been taken �other measurement points at part load and in
combined cycle operation have also been recorded�. The points
are uniformly distributed among the four tested engines and
within the mass flow range specified above.

During the tests, the engines were equipped with performance
test instrumentation, where the most important are listed below:

• t, p, RH of ambient air,
• VIGV position of compressor variable inlet guide vanes,
• n shaft rotational speed �grid frequency�,
• t, p, m at the three compressor extractions,
• t, p at compressor and turbine outlets,
• p upstream of turbine inlets,

• PGT gas turbine engine gross power output,
• t, p, m of fuel flows to EV and SEV combustors,
• fuel composition �based on analysis of fuel samples taken

during each performance measurement point�.

Additional validation instrumentation was installed inside the
compressor and at its boundaries.

For each PMPHF it is possible to determine the compressor inlet
temperature and humidity on the basis of the knowledge about
evaporative air inlet cooling previously gained at ALSTOM
�based on complete engine tests with sprayed water mass flow
below the saturation limit�. In half of the cases, the air upstream of
the high fogging system was already saturated or very close to
saturation �RH�85% �; for these points, the knowledge regarding
evaporative air inlet cooling was not needed or had very little
impact on the evaluation.

By using the measurements and the knowledge about evapora-
tive air inlet cooling, it is possible to compute a complete heat
balance in each PMPHF. As a result, both the compressor inlet
mass flow and the hot gas temperatures in each measurement
point can be obtained.

In order to analyze the effect of internal cooling, it is necessary
to determine and separate the effect of evaporative air inlet cool-
ing. This has been done by simulating the dry engine behavior for
operation at same compressor inlet conditions �tair ,RHair� as in the
points with high fogging and for no water entering the compressor
in liquid state �mH2O=0�. In this way, for each PMPHF, a “dry”
point with evaporative air inlet cooling �PMPdry+evapcooling� has
been evaluated.

For each engine parameter, the differences between the values
in the two heat balances �PMPHF−PMPdry+evapcooling� can be plot-
ted versus the water mass fraction at the compressor inlet �f
=mH2O/mair�.

As an example, Fig. 4 shows the effect of internal cooling on
the engine power output. When considering Fig. 4, two facts are
particularly notable: The high measured power gain, and the lin-
earity of the relation between power gain and water mass fraction.
From this result, we can derive that, at least up to f =1.2%, the
alteration of the velocity triangles and the consequent mismatch-
ing among the compressor stages is not hurting the engine perfor-
mance significantly.

Beside the performance improvement, the analysis of the ex-
perimental data revealed the following effects on the compressor
due to internal cooling �refer also to Sec. 2�:

• decreases of mair by �0.5% for f =1%,
• decrease of tex and tout,
• decrease of �pex/ pout� with consequent reduction of mex.

Fig. 4 Gross power output gain due to internal cooling, based
on measurements with high fogging on the three commercial
GT24/GT26 engines; all points corrected to ISO conditions
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2.3.1 Thermodynamic Engine Model and Detailed Compres-
sor Model. During the development work, mainly two types of
models have been updated and used to evaluate the measurements.

• Thermodynamic engine model:
It makes use of characteristic-based simplified modules

for each engine component and is used for computation of
engine heat balances and for complete engine prediction cal-
culations. Each simplified module is calibrated on the basis
of the detailed model of the corresponding component.

• Detailed compressor model:
It is used to gain more insight in the flow properties along

the compressor. It is also needed to extrapolate predictions
to other compressors with different geometry and position-
ing of the extractions.

The improvement in the thermodynamic engine model mainly
consisted in the introduction of an evaporative air inlet cooling
module, and in the upgrade of the compressor module with the
two following modifications �more details in �8��:

• the thermodynamic equations now include the liquid water
mass flow through the compressor;

• empirical correction factors have been introduced in the
equations used for the calculations of inlet air mass flow and
extraction temperatures and pressures.

The detailed compressor model has also been upgraded. New
functions to perform heat transfer and water evaporation calcula-
tions along the compressor mean streamline have been introduced.

The focus of this paper is on the overall engine. Therefore, it
deals mainly with results obtained using the thermodynamic en-
gine model.

3 Internal Cooling
This second part of the paper gives a description of the physical

phenomena involved in internal cooling and their impact on the
engine performance. All diagrams and illustrations are based on
the thermodynamic engine model of an engine of the family
GT24/GT26. All parts of the model �including the internal cooling
features of the compressor module and the pressure losses through
the SAS� have been calibrated beforehand based on engine test
results.

All calculations are done at engine base load operation and ISO
ambient conditions �Tair=15°C,RHair=60% �. The scope is to il-
lustrate the effect of internal cooling. Therefore, it is assumed that
all the sprayed water enters the compressor in liquid state �no
drains and no evaporative air inlet cooling� as if the spray-nozzles
were installed immediately upstream of the compressor inlet.

A brief description of internal cooling has already been given in
the introduction. The topic has also been investigated in Ref.
�1–5�. It is convenient to divide the physical phenomena that take
place inside the compressor with internal cooling into two catego-
ries:

�a� Thermodynamic phenomena:
• heat extraction from the gas-phase in order to supply the

heat of evaporation to the liquid water with reduction of
the temperature build-up along the compressor;

• increase of the gas-phase mass flow along the compres-
sor due to the evaporation of the liquid water and gen-
eration of superheated water vapor;

• change of the composition of the gas-phase with associ-
ated increase of cp.

�b� Aerodynamic phenomena:
• change of the volume flow along the compressor with

increase in the front stages and reduction in the rear part
�well illustrated in �5��, corresponding alteration of the
velocity triangles and consequently rearward shifting of
the pressure build-up along the compressor;

• shifting of the aerodynamic loading towards the rear
stages;

• increased airfoil trailing edge flow angle deviations on
wet blades �resulting in a weakening of the stage charac-
teristics in the first blade rows�;

• alteration of the overall compressor characteristics and of
the surge limit.

The phenomena listed above are connected with one
another. The links are the balances of mass flow, me-
chanical momentum, and energy; the corresponding
equations have to be fulfilled in each compressor stage.
The mentioned changes in pressure, temperature and vol-
ume flow along the compressor can be calculated as so-
lution to this system of equations. The topic is treated in
detail also in Refs. �1,3,5�.

A complete solution of the flow field allows evalua-
tions of the compressor stability and of the mechanical
stresses in the blades, both dependent on the particular
compressor design. During the development of the
ALFog® high fogging system, an upgraded detailed com-
pressor model �refer to Sec. 2.3� has been used to solve
the flow field along the compressor.

The changes inside of the compressor propagate to all
other engine components, physical equilibrium has to be
fulfilled. In particular:

�c� Variation of mass flows and physical properties of the
secondary cooling air flows from the compressor to com-
bustor and turbine hot parts.

�d� Movement of the operating line in the compressor map,
due to the variation of the relative compressor outlet
mass flow �mout /min� while the turbine swallowing capac-
ity remains practically constant.

�e� Variation of the power input to the compressor and of the
power output from the turbines as well as change of
simple cycle performance and of energy input to a pos-
sible bottoming steam cycle.

These latter issues �items �c�–�e�� have been addressed by using
the upgraded thermodynamic engine model �refer to Sec. 2.3�.

Item �c� is mainly due to the rearward shifting of the pressure
build-up along the compressor, see item �b�: The relative extrac-
tion pressures �pex/ pout� decrease and the cooling air mass flows
through the secondary air system �SAS� are affected. Particular
engine adjustments are needed to avoid undesired reduction of
lifetime as described in Sec. 2.2.

The variation of the SAS mass flows has significant impact on
the whole engine, e.g., item �d� is basically determined by it.
Therefore, it is efficient to divide the analysis into two sections
with similar structure but with different assumptions on the SAS
hardware.

In Sec. 3.1, it is assumed that the SAS hardware contains vari-
able components �e.g., valves instead of the orifices� that can be
automatically regulated in order to maintain the relative cooling
air mass flows constant:

mex/min = constant �3�

In this way, it is possible to investigate the so-called “pure” effects
of internal cooling �refer also to �1–5��.

In Sec. 3.2, the SAS hardware consists of fixed components only
which is usually the case for for heavy-duty gas turbine engines.
In that case, Eq. �3� cannot be fulfilled for all operating points and
the calculated effects are the sum of the “pure” internal cooling
and of the changed relative mass flows at the compressor extrac-
tions. This has not yet been shown in the open literature.

The engine behavior is also affected by the operation concept
settings �refer to Sec. 2.1�. The analysis in this paper is based on
the two following boundary conditions:

• The position of the variable inlet guide vanes �VIGV� is
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kept constant at engine base load independently of the
sprayed water mass flow.

• The fuel mass flows are controlled in order to keep constant
hot gas temperatures at the turbine inlets.

3.1 Variable SAS Hardware, “Pure” Internal Cooling. By
virtually fixing the value of mex/min at each compressor extraction
in the model, it is possible to simulate the “pure” effect of internal
cooling. On a real engine, this kind of operation could be made
possible by installing control valves in the SAS in order to main-
tain constant relative supply pressures after the valves. Conse-
quently, the relative cooling air mass flows to combustor and tur-
bine hot parts will also remain constant independently of the
injected water mass flow.

With variable SAS hardware, the engine operating point moves
within the compressor map as shown in Fig. 5 for injected water
mass flow varying from f =0% to f =1.2%.

The shift in the compressor characteristics is represented for
f =1% and compressor reduced speed �nin

* � constant and equal to
the nominal value �100% aero-speed�. All points are at same inlet
air conditions �tair=15°C,RHair=60% �.

With water injection, the compressor characteristics move to-
wards higher values of the reduced inlet mass flow �min

* �.

min = mair + mH2O �4�

min
* =

min · �Rair · Tair

Pair
�5�

For 1% water injection, the increase in reduced mass flow is
only �0.5%. This means that the air inlet mass flow mair actually
decreases by approximately 0.5%. This result has been obtained
by evaluating the experimental tests and computing engine heat
balances �refer to Sec. 2.3�. This has been confirmed by evaluating
static pressure measurements in the compressor bell-mouth apply-
ing the method described by Biesinger in �10�.

This result differs from what has been observed and predicted
in �1� and �5�. The reason for that has probably to be looked for in
the differences between the GT24/GT26 compressors and those
considered in �1� and �5�.

Within the detailed compressor model, this problem is ad-
dressed by modeling the impact of water injection on the airfoil
trailing edge flow angle deviations. In particular, these deviations
are expected to be higher in the case of wet blades than in normal
“dry” operation.

The engine operating line in Fig. 5 is calculated for constant

ambient conditions, constant nin
* and assuming an engine con-

trolled by constant hot gas temperatures �during “dry” operation,
the operating point of such an engine would move along this line
according to variations of VIGV�. With “pure” internal cooling,
this operating line is not influenced by the injected water mass
flow. This result is due to the congruence between compressor
outlet and turbine inlet mass flows together with the fact that Eq.
�3� is fulfilled for all compressor extractions and consequently
�mout /min� remains constant at each operating point.

For all engine components �i.e., compressor, combustor, and
turbine�, the overall mass flow �liquid-phase+gas-phase� in-
creases by 0.5%.

Temperatures and pressures along the compressor are also af-
fected by the evaporation of water inside of the compressor. The
two figures below show, with respect to the “dry” case �f =0% �,
the variation of temperatures and pressures at the compressor ex-
tractions and outlet.

The temperature reduction in Fig. 6 is due to the fact that the
gas-phase has to supply the heat of evaporation to the liquid-
phase. The rearward shifting of the pressure build-up along the
compressor is shown in Fig. 7. With internal cooling, the first
stages of the compressor produce less pressure rise than in dry
operation �opposite behavior for the rear stages�.

With water injection, the specific enthalpy increase of the
water–air mixture is also reduced, i.e., the specific work of com-
pression �Lc� decreases being Lc defined as:

Lc =
Pc

min
=

�i
mi · �hi

�i
mi

�6�

Fig. 5 Compressor characteristics and engine operating line
considering variable SAS hardware

Fig. 6 Temperature variation along compressor considering
variable SAS hardware

Fig. 7 Pressure variation along compressor considering vari-
able SAS hardware
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For f =1%, Lc is reduced by 3.3% compared to the “dry” case
�see Fig. 8�.

As shown in Fig. 5, the pressure ratio � increases with internal
cooling in the same way as min. The relative work of compression
normalized with respect to this effect �Lc,�=constant� would de-
crease by approximately 3.5% for f =1% when using the follow-
ing definition:

Lc,�=constant = Lc ·
��0

��0−1�/�0 − 1�
����−1�/� − 1�

�7�

Finally, Fig. 9 shows the “pure” effect of internal cooling on the
overall engine performance for f =1%. Engine power output and
efficiency increase both linearly with f .

As for mass flow, gross power, efficiency and specific heat, the
values in the parenthesis are relative changes with respect to the
“dry” case, e.g., �mwet−mdry� /mdry. As for the temperature abso-
lute changes are used, �twet− tdry�.

The gas specific heat at constant pressure �cp� increases with
the amount of water in the gas composition and contributes to an
equivalent increase of the engine power output. The gain in tur-
bine power output is slightly lower than what would correspond to
the augmentation of m and cp. This happens because of the tem-
perature reduction of some of the cooling air mass flows reaching
the turbines.

The gain in gross power output is distributed almost equally

between reduction of compressor power and increase of turbine
power. This figure changes significantly when fixed SAS hardware
is considered �refer to the next Sec. 3.2�.

3.2 Fixed SAS Hardware, “Real” Internal Cooling. The
calculation in this section corresponds to fixed SAS hardware �op-
timized and adjusted for high fogging, refer to Sec. 2.2�. This is
the usual situation in heavy-duty gas turbine engines. Conse-
quently, the “real” effect of interal cooling is illustrated, i.e., a
combination between the “pure” effect in Sec. 3.1 and the changes
in the secondary air cooling mass flows induced by internal
cooling.

Compared to “dry” operation with the same SAS hardware, all
the three relative cooling air flows �mex/min� decrease due to the
decrease of �pex/ pout�. Consequently, the compressor outlet mass
flow increases significantly and the engine operating line moves to
a higher level of pressure ratio as illustrated in Fig. 10.

In particular, the right shift with respect to min
* remains the same

as in Fig. 5. This phenomenon is located in the first part of the
compressor, therefore, it is not influenced by the mass flows at the
extractions.

As for the temperature along the compressor, with fixed SAS
hardware, the higher increase of � partly compensates the tem-
perature reduction due to internal cooling. Consequently, the re-
duction in Fig. 11 is lower than what is shown in Fig. 6.

Similarly, the rearward shifting of the pressure build-up differs

Fig. 8 Specific work of compression and inlet mass flow con-
sidering variable SAS hardware

Fig. 9 Effect on overall engine performance considering vari-
able SAS hardware

Fig. 10 Compressor characteristics and engine operating line
considering fixed SAS hardware

Fig. 11 Temperature variation along compressor considering
fixed SAS hardware „same scale as Fig. 6…
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between Figs. 12 and 7. With fixed SAS hardware, it is further
exacerbated by the reduced extracted mass flows �mex� and by the
resulting higher mass flow through each section of the
compressor.

Figure 13 shows the variation of the specific work of compres-
sion. For f =1%, Lc is 1% smaller than in the “dry” case. The
effect on the value of Lc,�=constant, see definition in Eq. �7�, is a
reduction of 2.6% for the same amount of water. The differences
with respect to Fig. 8 are again explained by the smaller extraction
mass flows.

Finally, Fig. 14 shows the “real” effect of internal cooling with
fixed SAS hardware on the overall engine.

Also in this case, the increase of cp due to water evaporation
has a beneficial impact on the engine power output.

As shown in the compressor map in Fig. 10, for f =1%, the total
inlet mass flow min increases by 0.5%. The mass flow at the com-
pressor outlet, however, increases more significantly due to the
reduction of the mass flows at the extractions. Consequently, the
mass flow increase through combustors and turbines is signifi-
cantly above 0.5%.

Considering these facts, the result of “balanced contributions”
of compressor and turbine to the total power gain changes consid-
erably compared to the previous Sec. 3.1. When the real behavior
of the SAS hardware is taken into account �i.e., fixed SAS hard-
ware�, the major portion of the power gain comes from the tur-
bines whereas the reduction of compressor power contributes by
relatively small extent.

4 Discussion and Future Reasearch
The authors want to emphasize the fact that the effect of inter-

nal cooling on the operating conditions of compressor stages “is
appreciable even for very small quantities of water injection”
�quoted from Horlock �3��.

Working for the development of the ALFog® high fogging sys-
tem, we have often been asked the following question by our
colleagues:

��What is the maximum water mass flow that our engine can
withstand without hurting safety and lifetime?		

This topic has long been subject to the attention of many au-
thors. It is possible to address this question by referring to prac-
tical issues and by taking the word “engine” as the central one in
the question. In fact, the effect of internal cooling on the compres-
sor propagates to all the other engine components. Consequently,
the limiting factors have to be analyzed not only for the compres-
sor, but for the whole engine. On the basis of ALSTOM’s experi-
ence, it is possible to establish a ranking among various issues that
could restrict the acceptable water mass fraction. The most impor-
tant ones are indicated below:

• The secondary air cooling mass flows decrease with internal
cooling. The water mass fraction has to be limited and the
engine needs to be adjusted with proper SAS hardware
modifications.

• Compressor aerodynamic loading varies as well as the en-
gine operating line in the compressor map. As a result, the
surge margin could be reduced. Careful analysis is needed to
define the limits for safe compressor operation.

• The temperature at the inlet of the EV combustor is signifi-
cantly reduced. Effects on emission levels and operation sta-
bility have to be investigated in case of high water mass
fractions.

When high fogging is applied on engines that have been de-
signed for “dry” operation only, the acceptable water mass frac-
tion �in terms of safety and lifetime� is limited by one of the three
factors mentioned above. Injection rates as high as f =6% or even
f =10% appear to be practically not possible without substantial
hardware re-design not only of the compressor, but also of the
whole SAS.

Water mass fractions as high as 1% and 2% �considering inter-
nal cooling only� appear, instead, to be applicable without major
changes to the engine design. Anyway, specific engine adjust-
ments and protections are needed.

For new design of engines, the choice of the location of the
water injection system �and the possible installation of additional

Fig. 12 Pressure variation along compressor considering
fixed SAS hardware „same scale as Fig. 7…

Fig. 13 Specific work of compression and inlet mass flow

Fig. 14 Effect on overall engine performance considering
fixed SAS hardware

142 / Vol. 128, JANUARY 2006 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



heat exchangers� opens the way to many combinations and engine
architectures. The publications of Ågren �11�, Lindquist �12�,
Macchi et al. �13�, and Chiesa et al. �14� provide extensive infor-
mation about these innovative thermodynamic cycles with high
water injection rates. In these cases, water recovery from the ex-
haust flue gas �Cataldi �15�� is shown to be a worthwhile consid-
eration.

Conclusions
The target of developing a high fogging system for the gas

turbine engines of the family GT24/GT26 has been successfully
achieved and resulted in the establishment of the ALFog® high
fogging system. Issues concerning engine safety, lifetime, oper-
ability, and performance have been carefully investigated and ef-
fective solutions have been found and tested �refer also to �6��. A
power gain of 7.1% has been experimentally demonstrated for f
=1% water injection �see Fig. 4�.

Although the investigation is limited to small water mass frac-
tions, the results published by other authors have substantially
been confirmed. In particular, it is possible to refer to the work of
Hill �1� and Horlock �3� as for the variation of the temperature and
pressure build-up along the compressor, and to the results of Hill
�1�, Utamura et al. �2�, Härtel and Pfeiffer �4�, and White and
Meacock �5� as for the reduction of compression work. The in-
crease in compressor inlet mass flow predicted by other authors
has not been observed.

The analysis of the effect of internal cooling on the overall
engine �considering a complete matching of the compressor with
the other engine components� has shown significant variations in
the behavior of the SAS. These changes have an impact on the
position of the engine operating line within the compressor map
and on compressor and turbine power. Additionally, specific hard-
ware adjustments are needed to avoid any impact on components
lifetime.
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Nomenclature
AIC � conventional air inlet cooling system such as

evaporative cooler, fogging, or chiller
EV � environmental burner �standard ALSTOM tech-

nology for low emissions in exhaust�
LSP � load set point �dependent on external power

demand�
PMP � performance measurement point
SAS � secondary air system �turbine and combustor

cooling�
SEV � sequential environmental burner �see also EV�,

as part of ALSTOM’s unique sequential com-
bustion system used in GT24/GT26 engine
family

TIT � mixed turbine inlet reference temperature ac-
cording to ISO 2314 �9�

D � droplet diameter ��m�
L � specific work �kJ/kg�
N � number of droplets
P � power �kW�
R � specific gas constant �kJ/�kg K��

RH � relative humidity �%�
T � total temperature �K�

VIGV � variable inlet guide vane position �deg�
c � specific heat �kJ/�kg K��

f � water mass fraction �mH2O/mair� at compressor
inlet �%�

h � specific enthalpy �kJ/kg�
m � mass flow �kg/s�
n � shaft rotational speed �rpm�
p � total pressure �bar�
t � total temperature �°C�

� � compressor pressure ratio �pout / pin�
� � ratio of specific heats �cp /cv�

DSauter � Sauter mean droplet diameter, see Eq. �1�
Lc,�=constant � corrected specific work of compression, see

Eq. �7�
min

* � compressor reduced mass flow, see Eq. �5�
nin

* � compressor reduced speed, see Eq. �2�

Subscripts
0 � engine “dry” operation at ISO base load

air � intake air at compressor inlet
c � compressor

dry � engine “dry” operation �f =0�
ex � compressor air extraction

GT � gas turbine engine
H2O � water at compressor inlet

HF � high fogging system
HPT � high pressure turbine

i � ith stream of air in Eq. �6�
j � jth class of droplets of equal size in Eq. �1�

in � compressor inlet
LPT � low pressure turbine
out � compressor outlet

p � constant pressure
v � constant volume

wet � engine “wet” operation with internal cooling �f
�0�
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Hot Corrosion of Lanthanum
Zirconate and Partially Stabilized
Zirconia Thermal Barrier Coatings
The hot corrosion resistance of lanthanum zirconate and 8 wt. % yttria-stabilized zirco-
nia coatings produced by thermal spraying for use as thermal barriers on industrial gas
turbines or in aerospace applications was evaluated. The two ceramic oxide coatings
were exposed for various periods of time at temperatures up to 1000°C to vanadium- and
sulfur-containing compounds, species often produced during the combustion of typical
fuels used in these applications. Changes in the coatings were studied using a scanning
electron microscope to observe the microstructure and x-ray diffraction techniques to
analyze the phase composition. The results showed different behaviors for the two mate-
rials: the zirconia-based coating being rapidly degraded by the vanadium compounds
and resistant to attack by the sulfur materials while the lanthanum zirconate was less
damaged by exposure to vanadia but severely attacked in the presence of sulfur-
containing species. �DOI: 10.1115/1.1924534�

1 Introduction
Thermal barrier coatings �TBCs� are widely used in jet engines

and land-based turbines as insulating layers to shield the underly-
ing components from the high temperatures arising from combus-
tion. The TBCs consist of a duplex structure comprised of a me-
tallic bond coat and a ceramic top coat. The bond coat is applied
directly to the roughened surface of the component and plays an
important role in reducing oxidation of the high temperature metal
alloy in the underlying part. The top coat is normally a porous
layer of a ceramic oxide applied either by thermal spraying or by
an electron beam physical vapor deposition �EB-PVD� process. It
serves as a thermal insulator, reducing the temperature experi-
enced by the surface of the underlying component during opera-
tion. The combination of internal air cooling using channels both
within and at the back face of the component together with the
insulating effect of the TBC can result in a temperature drop of
approximately 150°C across the coating �1�.

Because of the protection offered by the TBC, it is possible to
extend the life of the underlying component and increase the cycle
time between stoppages for overhaul and repair. This cycle time
has been reported to be approximately 8000 h for commercial
aircraft and 24,000 h for turbines used for power generation �2�.
In these applications, TBCs are not currently required to serve as
the “last line of defense” and most components can function for at
least a short time without them. However, it is projected that new,
higher-performance engines will be developed having higher op-
erating temperatures and larger temperature drops across the TBC
�1�. It is expected that at some point TBCs will become “prime
reliant” parts of the system. In other words, failure of the coating
would lead to failure, in some cases in a catastrophic fashion, of
the underlying component.

The requirement for increased insulation to protect components

from hotter combustion gases will necessitate a change in the
TBC system to achieve a higher temperature drop across the coat-
ing. Thicker ceramic coatings are one possible approach to im-
proving the insulating value of the TBC �3,4�. However, produc-
ing thicker coatings presents challenges, particularly when
deposited using plasma spraying, because of the build up of
stresses that can cause the coating to spall. There are also con-
cerns associated with the increased weight of thicker coatings and
the possibility of creep at higher temperatures when the coatings
are being employed on rotating components. And even if thicker
coatings can be produced and employed on rotating components,
there is a question concerning the ability of the most widely used
top coat composition, 8 wt. % Y2O3–ZrO2, to resist sintering at
the higher temperatures to which it will be exposed. Sintering and
densification can degrade the coating �5� and raise the thermal
conductivity, making it a less effective thermal barrier.

There is a need, therefore, for the development of new design
strategies or new materials for TBCs in order to address the chal-
lenges of more demanding operating environments. One compo-
sition that has been shown to posses some very interesting prop-
erties for this application is lanthanum zirconate, La2Zr2O7 �6,7�.
The results of early work have shown that this material has a
stable phase structure and, when engineered correctly, can outper-
form a standard yttria-stabilized zirconia TBC in high-temperature
thermal cycling tests �8�.

The present study focuses on another aspect of the performance
of these materials—resistance to hot corrosion. This is one of
several degradation processes identified as contributing to the de-
terioration of TBCs �9�. Much of the body of work performed in
the area of hot corrosion of TBCs was reviewed and summarized
in a relatively recent paper by Jones �10�. Under normal operating
conditions, hot corrosion of TBCs used in power generation and
jet engine components arises due to reactions involving impuri-
ties, particularly vanadium, sulfur and sodium, present in the fuel.
The present study compares the hot corrosion performance of
ZrO2–8 wt. % Y2O3 and La2Zr2O7 in the presence of vanadium
and sulfur compounds.
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2 Experimental Procedure

2.1 Thermal Spray Processing. Coatings were produced by
plasma spraying onto 19 mm diameter metal substrates containing
Ni as the major element and Cr, Mo, Nb, and Fe as the principal
minor constituents �IN-625, Rolled Alloys, Mississauga, Canada�.
Before depositing the coatings, the surface of the substrate was
roughened by grit blasting with alumina particles. To produce the
bond coat, a Ni–Cr–Al–Y alloy �Ni-164-2, Praxair Surface Tech-
nologies, Indianapolis, IN� was deposited to a thickness of ap-

proximately 150–220 �m using two different processes. For the
TBC system designed to have a zirconia-based top coat, the bond
coat was produced by atmospheric plasma spraying �APS� �SG-
100 Plasma Spray Gun, Praxair Surface Technologies, Concord,
NH�. The bond coat for the TBC system involving La2Zr2O7 as
the ceramic top coat was deposited using vacuum plasma spraying
�VPS�. This was accomplished using a plasma spray gun �Model
F4, Sulzer Metco, Wohlen, Switzerland� mounted in a VPS unit
manufactured by the same company.

The ceramic top coats were deposited onto the bond coat to a
thickness of approximately 250 �m using two different APS sys-
tems. The zirconia-based TBC top coat was produced using a
yttria-stabilized zirconia powder containing 8 wt. % yttrium oxide
and having a reported size distribution in the range 10–106 �m
�204NS, Sulzer Metco, Westbury, NY�. This was accomplished
using the same APS gun as used for depositing the bond coat for
this TBC system. In the remaining sections of this paper this
yttria-stabilized zirconia top coat will be referred to as 8YSZ, a
designation now widely used in the TBC literature. The lantha-
num zirconate top coat was deposited using a second APS system
�Triplex I Plasma Spray Gun, Sulzer Metco, Wohlen, Switzerland�
and an experimental powder being developed and evaluated for
use as a TBC material �6–8�. The spray conditions employed for
depositing the various coatings are shown in Table 1.

2.2 Hot Corrosion Testing. Testing was performed to com-
pare the changes in these coatings when exposed to compounds
containing either vanadium or sulfur at elevated temperatures. A
detailed description of the approach used to perform these types of
tests is presented elsewhere �11�. To briefly summarize, the cor-
rosion tests in the presence of vanadium compounds were per-
formed by placing approximately 3.5 mg of high-purity V2O5
powder on a 0.25 cm2 area of the surface of the TBC and heating

Table 1 Spray parameters used to deposit the various TBC
materials

Spray
conditions

Coating

Bond coat
for 8YSZ

8YSZ
top coat

Bond coat
for La2Zr2O7

La2Zr2O7
top coat

Process APSa APSa VPSb APSc

Voltage �V� 37 43 76 69
Current �A� 700 400 650 300
Primary Gas Ar Ar Ar Ar
Flow �lpm� 50.0 38.7 40 20
Secondary Gas He H2 H2

He
Flow �lpm� 23.6 2.0 15 13
Carrier Gas Ar Ar Ar Ar
Flow �lpm� 6.5 8.6 1.7 2.5
Powder Feed
Rate �g/min�

17.0 22.6 38.4 27.0

Spray Distance
�cm�

6.4 6.4 27.5 9.0

aSG-100 plasma spray gun, Praxair Surface Technologies, Concord, NH.
bF4 Plasma Spray Gun, Sulzer Metco, Wohlen, Switzerland.
cTriplex I Plasma Spray Gun, Sulzer Metco, Wohlen, Switzerland.

Fig. 1 Overall appearance of the 8YSZ „a–c… and La2Zr2O7 „d–f… TBCs at various stages: in the as-deposited state „a… and „d…,
after a 3-h dwell at 1000°C „b… and „e…, and following a 3-h corrosion test at 1000°C in contact with V2O5 „c… and „f…
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�600°C/h� the sample in a furnace to 1000°C in ambient air.
Following a 3-h dwell under these conditions, the samples were
left to cool in the furnace. Samples that had not been treated with
V2O5 powder were subjected to an identical heat treatment.

Exposure of the TBCs to sulfur compounds was performed by
applying sulfate salts and then heating the samples in a furnace to
900°C under a flow of SO2-containing dried air. This was accom-

plished by first cleaning the TBC and then performing a salting
procedure involving heating the samples in a furnace to 300°C
and then spraying the hot coating with a salt solution �containing
sulfate salts in a mole ratio of 3Na2SO4:2MgSO4� to achieve a
salt coverage of 4 mg/cm2. These samples �two from each com-
position� were then heated in a furnace at 900°C under a gas flow
consisting of 2000 ml/min of dried air and 5 ml/min of SO2. An

Fig. 2 Structure of 8YSZ „a–c… and La2Zr2O7 „d–f… coatings in the as-sprayed state „a and d…, after 3 h at
1000°C „b and e…, and following contact with V2O5 at 1000°C for 3 h „c and f…
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exposure interval of 20 h was employed, following which the
samples were removed, inspected and resalted. The samples were
then reinserted into the furnace for another 20-h interval. When
significant degradation of a coating was observed during the in-
spection step, one of the samples of that composition was re-
moved from the corrosion test for further analysis. A total expo-
sure at 900°C of up to 360 h was employed for some samples.

Another test was performed to determine the combined effect of
sulfur and vanadium compounds on these TBC materials when
exposed simultaneously to these two substances at elevated tem-
peratures. For this test, a dry mixture comprised of 85 wt. %
Na2SO4 and 15 wt. % V2O5 was placed on the TBC to a coverage
of 4 mg/cm2. These samples were heated in a furnace at 900°C
under the same gas flow described above using an exposure inter-
val of 20 h. After each interval, the samples were inspected, re-
salted and then reinserted into the furnace. However, if there was
significant degradation of a coating, the sample was not subjected
to any further exposure to the corrosive conditions. Maximum
exposure time for these samples was 60 h.

2.3 Characterization. Coatings were studied using a scan-
ning electron microscope �SEM� and x-ray diffraction �XRD�
techniques. To characterize the changes in microstructure during
the hot corrosion tests, polished cross sections of resin vacuum-
impregnated samples of the as-sprayed, heat-treated and corroded
samples were observed under an SEM �JSM-6100, JEOL, Tokyo,
Japan�. The SEM was equipped with an energy dispersive x-ray
spectrometer �EDS� �Analyzer eXL, Link Systems, High Wy-
combe, U.K.�, which was used to obtain information on the dis-
tribution of the various elements within the samples. The phases
present in the various samples were identified by XRD �Model
D8, Bruker AXS, Karlsruhe, Germany� using Cu K� radiation, a
step size of 0.1 deg, a step time of 0.5 s and a 2� scan window
from 15 deg to 90 deg.

3 Results

3.1 Corrosion by Vanadium Compounds. The overall ap-
pearance of the two groups of samples used to determine the
effect of exposure to vanadium compounds is shown in Fig. 1. It
is apparent that, as observed in earlier work �11�, the presence of
V2O5 has a negative effect on the 8YSZ coating, which results in
a serious degradation. Whereas the as-sprayed �Fig. 1�a�� and
heat-treated �Fig. 1�b�� 8YSZ coatings appeared to be well bonded
to the substrate, delamination and spalling of the ceramic top coat
is apparent in Fig. 1�c�. The dark stain seen on this coating was
maroon in color and was caused by the reaction and spreading of

the V2O5.
In the case of the La2Zr2O7 top coat, a simple heat treatment at

1000°C did not appear to cause a significant change in the coating
or lead to debonding �Figs. 1�d� and 1�e��. When this treatment
was performed in the presence of V2O5, a green-colored substance
�gray deposits seen in Fig. 1�f�� was observed on the surface of the
coating following the test. However, any reactions that may have
occurred during the corrosion test did not appear to have affected
the bonding of the TBC to the substrate.

Micrographs of the cross sections of the six samples shown in
Fig. 1 are presented in Fig. 2. The micrographs show that both top
coat compositions have a stable microstructure, exhibiting little
change when subjected to a heat treatment at 1000°C �compare
Figs. 2�a�, 2�b�, 2�d�, and 2�e��. This was also observed at higher
magnifications �not shown�. The micrographs shown in Figs. 2�c�
and 2�f� confirm the observation from Fig. 1 concerning the effect
of exposure of the TBCs to V2O5 at 1000°C on bonding; delami-
nation of the 8YSZ occurs in the ceramic layer just above the
bond coat �Fig. 2�c�� and the La2Zr2O7 remains well bonded to the
substrate �Fig. 2�f��.

Results of element mapping for the samples exposed to V2O5
indicated that, in the case of 8YSZ, significant infiltration of the
vanadium compound into the top coat had occurred. In the case of
La2Zr2O7, overlap of the K� peak for vanadium and the L�1 peak
for lanthanum made it difficult to determine the distribution of
vanadium using this technique.

Earlier XRD work showed that for 8YSZ, the phase present in
the as-sprayed coating and in a coating heated at 1000°C was
tetragonal zirconia. However, heating in contact with V2O5, pro-

Fig. 3 X-ray diffraction spectra for the La2Zr2O7 coating in the
as-sprayed state and following a 3-h treatment at 1000°C in
contact with V2O5

Fig. 4 Photographs of the coated test specimens following
360 h of exposure to sulfur-containing salts at 900°C: „a…
ZrO2–8 wt. % Y2O3 and „b… La2Zr2O7

Journal of Engineering for Gas Turbines and Power JANUARY 2006, Vol. 128 / 147

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



duced peaks attributed to monoclinic zirconia and to YVO4.
These results, presented elsewhere �11�, were reconfirmed in the
present work.

For the coating produced using a lanthanum zirconate powder,
XRD analysis indicated that the as-sprayed coating exhibited
peaks of a defect fluorite structure while the feedstock showed
peaks characteristic of a stoichiometric La2Zr2O7 pyrochlore. As
found earlier, the as-sprayed coatings transform into the pyro-
chlore structure after annealing at 1400°C and below �12�. Expo-
sure of the coating to V2O5 at 1000°C resulted in the appearance
of peaks attributed to LaVO4 together with the additional pyro-
chlore peaks �Fig. 3�. However, this new LaVO4 phase was
present as a minor component and its appearance did not have the
disruptive effect on the integrity of the coating as that observed
with the YSZ material.

3.2 Corrosion by Sulfur Compounds. The overall appear-
ance of the YSZ and the La2Zr2O7 coatings following the hot
corrosion test in the presence of sulfur compounds can be seen in
Fig. 4. While the La2Zr2O7 material experienced severe attack, the
YSZ underwent little change following this 360-h treatment at
900°C. More detailed information on the level of attack can be
obtained by observing the micrographs presented in Fig. 5 show-
ing a cross-sectional view of the coatings at two levels of magni-
fication. The YZS coating has remained intact, with little change
in the microstructure �compare to Fig. 2�a��. No major changes

were observed in the XRD spectra from that of the as-sprayed
coating except for the appearance of very minor peaks at 2� val-
ues in the range 28 deg to 29 deg and 31 deg to 32 deg. These
peaks were attributed to the presence of monoclinic ZrO2 pro-
duced during the high-temperature corrosion test.

The La2Zr2O7 coating shown in Fig. 5�b� experienced severe
cracking and delamination, reducing its thickness by more than
half during the test �compare to Fig. 2�d��. As shown in Fig. 6 for
a sample subjected to a 4.5-h test, degradation of this coating
occurred rapidly under the conditions used in this study. The
X-ray spectrum for the coating shown in Fig. 5�b� is presented in
Fig. 7. By comparing this result to the spectrum of the as-sprayed
coating shown in Fig. 3, it can be observed that the major change
following heat treatment is the presence of peaks attributed to
MgO. This material is the residue from decomposition of the sul-
fate salts used in the corrosion test. The absence of other com-
pounds or phases suggests that either the coating was degraded by
reactions producing volatile phases, if the attack was of a chemi-
cal nature, or, other factors contributed to deterioration of the
coating.

3.3 Corrosion in the Presence of both Vanadium and Sul-
fur Compounds. The condition of the two coatings following
exposure to a combination of sulfur and vanadium compounds can
be seen in Fig. 8. Due to the significant degradation of the
La2Zr2O7 material following the first 20 h of exposure, the test

Fig. 5 Micrographs of the coated test specimens following 360 h of exposure to sulfur-containing salts at 900°C: „a…
and „c… ZrO2–8 wt. % Y2O3 and „b… and „d… La2Zr2O7
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was terminated for this sample at that point. The YSZ sample was
subjected to two additional 20-h intervals, for a total exposure
time of 60 h. Micrographs of the polished cross-sections of these
samples are shown in Fig. 9. It is clear that both coatings were
affected by this treatment. Although the bulk of the YSZ sample
has remained on the substrate, delamination has begun, as evi-
denced by the relatively large crack located near the surface of the
coating. The La2Zr2O7 material was much more severely de-
graded, with more than half of the coating having been removed
�compare Figs. 1�b� and 2�d��. The EDS maps shown in Fig. 10
indicate that vanadium is present within both coatings. Similar
maps for sulfur did not reveal the presence of this material within
the coatings.

The x-ray spectra for these coatings together with those for the
as-sprayed coatings are shown in Fig. 11. The spectra for YSZ
�Fig. 11�a�� show that the zirconia has been almost completely
transformed from the tetragonal to the monoclinic phase during
the corrosion test. In the case of La2Zr2O7 �Fig. 11�b��, the mate-
rial that remains following the corrosion test exhibits diffraction
peaks little changed from the as-sprayed coating. Peaks are also
found for a minor new phase identified as LaVO4.

4 Discussion
The results indicate that there are important differences be-

tween the hot corrosion resistance of 8YSZ and that of La2Zr2O7.
An 8YSZ coating is quite prone to attack by V2O5 but relatively
stable in the presence of sulfur-containing compounds. In contrast,
La2Zr2O7 coatings are rapidly degraded when exposed to sulfur-
containing compounds at 900°C; however, contact with V2O5

causes only very limited reaction at 1000°C. It is believed that the
differences in performance of the two TBC systems can be ex-
plained solely on the basis of the difference in chemical compo-
sition of the tops coats and are not caused by the different thermal
spray processes used to produce the bond coats and top coats.

The reactions that lead to the high-temperature degradation of
yttria-stabilized zirconia coatings in the presence of vanadium
compounds have been studied and explained by various other
groups of researchers including Hamilton and Nagelberg �13� and
Hertl �14� and discussed in earlier work by some of the present
authors �11�. The yttria, added to zirconia to stabilize the tetrago-
nal �and, in some cases, the cubic� zirconia structure, is attacked
by vanadia via the following reaction:

Y2O3�ss� + V2O5�l� → 2YVO4�s� �1�
As this reaction progresses, the amount of yttria remaining to
serve as a stabilizing agent diminishes. Below a threshold yttria
level, phase transformation of the zirconia will occur as repre-
sented by

ZrO2�tetragonal/cubic� → ZrO2�monoclinic� �2�
This transformation would normally occur upon cooling and is
accompanied by a volume expansion. These structural changes
generate stresses that can cause cracking and fragmentation of the
coating. In the present study it was shown that the V2O5 �which
melts at approximately 690°C� infiltrated the porous ceramic
layer to reach the bond coat. The subsequent reactions led to an

Fig. 6 Photograph of a La2Zr2O7 coating following only 4.5 h
of exposure to sulfur-containing compounds at 900°C

Fig. 7 X-ray diffraction spectra for the La2Zr2O7 coating fol-
lowing 360 h of exposure to sulfur-containing salts at 900°C
†sample shown in Fig. 5„b…‡.

Fig. 8 Appearance of the coatings following exposure to a
combination of sulfur- and vanadium-containing compounds at
900°C: „a… YSZ after 60 h and „b… La2Zr2O7 after 20 h.
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increased level of microcracking through the thickness of the
coating �see Fig. 2�c�� and eventual spallation. The level of sever-
ity of attack was similar to that observed in earlier work �11�. It is
worth noting that for YSZ samples in contact with vanadia, spal-
lation typically occurred within 50 �m of the interface between
the top coat and the bond coat, indicating that the maximum
�delamination� stresses generated by the changes occurring during
the corrosion test were concentrated in this region. For the YSZ
sample exposed to both sulfur- and vanadium-containing com-
pounds, delamination was observed much nearer the surface of the
top coat.

In the case of lanthanum zirconate only minor amounts of a
new phase, LaVO4, were detected following exposure to V2O5. A
possible reaction that would have produced this phase can be writ-
ten as

La2Zr2O7 + V2O5�l� → 2LaVO4 + 2ZrO2 �3�
In contrast to the deleterious effect of vanadia on the 8YSZ coat-
ing, this reaction did not appear to have any major effect on the
coating microstructure and did not lead to spallation of the coat-
ing. These preliminary results suggest that if resistance to expo-
sure to vanadia, as might be the case when fuels containing a
relatively high concentration of vanadium are employed, is a
prime factor in selecting a TBC, then La2Zr2O7 would probably
be a better candidate than 8YSZ.

The reactions with sulfur-containing compounds that led to the
rapid degradation of the La2Zr2O7 coating could not be fully iden-
tified. In general the x-ray spectra �see Fig. 7� did not reveal the
presence of new phases in the coating following the high-
temperature tests in contact with sulfur salts. However, in one
case, following a 40-h test, the oxysulfate La2O2SO4 was detected
in the coating. A reaction leading to the formation of this species
could be

La2Zr2O7 + MgSO4 → La2O2SO4 + MgO + 2ZrO2 �4�

It has been reported that at these temperatures �900°C� the ox-
ysulfate rather than the sulfate, La2�SO4�3, is the dominant species
�15�.

The occurrence of reaction �4� as part of the degradation se-
quence remains to be confirmed. However, these findings clearly
show that, regardless of the mechanism of attack, in its current
state this coating does not appear to be suitable for use in high-
sulfur environments. Additional work is required to develop strat-
egies such as the use of sealants or protective layers to improve
the resistance of this material to hot corrosion by sulfur-containing
compounds. Therefore, if one of the prime considerations in se-
lecting a TBC material is high-temperature resistance to sulfur
compounds �e.g., for use in applications involving the combustion

Fig. 9 Micrographs of the cross section of coatings exposed to a combination of sulfur- and vanadium-
containing compounds at 900°C: „a… and „c… YSZ after 60 h and „b… and „d… La2Zr2O7 after 20 h
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of high-sulfur fuels�, the results of this study indicate that 8YSZ
would be a more suitable candidate than La2Zr2O7.

It should be noted that in the search for new TBC materials to
meet the needs of increasingly demanding operating conditions,
hot corrosion is only one of the many factors that must be taken
into account. Other aspects such as thermal conductivity, high-
temperature phase stability, resistance to sintering/densification,
compatibility with bond coat and substrate materials �in terms of
both thermal expansion coefficient and chemistry�, and mechani-
cal properties are among those that must also be considered.
Therefore, when designing TBC systems for specific service con-
ditions, the results of this research on the hot corrosion resistance
must be used in conjunction with those from studies in which
other aspects of these materials were evaluated.

5 Summary and Conclusions
This study on the hot corrosion of La2Zr2O7 and yttria-

stabilized zirconia thermal barrier coatings by vanadium- and

sulfur-containing compounds has shown a significant difference in
the resistance of these materials to degradation by these two spe-
cies. Lanthanum zirconate was relatively resistant to attack by
vanadia. These coatings remained well bonded to the substrate
following high-temperature exposure to this vanadium compound,
contained only minor amounts of a new phase, LaVO4, and ex-
hibited a microstructure little changed from the as-sprayed state.
For this same La2Zr2O7 material, contact with sulfate salts at
900°C resulted in very rapid disintegration of the coating, which
occurred within 4 h under the conditions used in this work.

The performance of 8YSZ in the same tests was markedly dif-
ferent. Exposure to vanadia resulted in increased microcracking
within the coating, reaction with the yttria stabilizer to produce
YVO4, an increase in the amount of monoclinic zirconia, and
spallation of the coating. In contrast, this material exhibited ex-
cellent resistance to high-temperature attack by sulfate salts. Fol-
lowing 360 h of exposure to these species, the 8YSZ coating ap-

Fig. 10 EDS dot maps showing the distribution of „a… zirconium and „b… vanadium in a region of the YSZ coating
from the micrograph shown in Fig. 9„a… and maps for lanthanum „c… and vanadium „d… for a region of the La2Zr2O7
coating shown in Fig. 9„b…. It is important to note that, due to the similarity of the energies for the VK� and LaL�1
peaks, the V map for the La2Zr2O7 coating has a component due to La.
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peared to have maintained its structural integrity and remained
well bonded to the substrate.

Not surprisingly, when the La2Zr2O7 and 8YSZ coatings were
exposed to a mixture of vanadia and sulfate salts, both coatings

were degraded, the 8YSZ by vanadia and the La2Zr2O7 by the
sulfate. These results underline the need for designing thermal
barrier coatings taking into account the level of impurities in the
fuel being used in the application and the operating conditions
during service.
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Understanding Royal Navy Gas
Turbine Sea Water Lubricating Oil
Cooler Failures When Caused by
Microbial Induced Corrosion
„“SRB”…
A managed program to review engine failures and take necessary preventative measures
has been in place successfully in the Royal Navy since the introduction of gas turbines
into service in the 1970s. One of the more prominent failure mechanisms with the Tyne
RM1C and Spey SM1A engines has been the degradation of main line bearings account-
ing for 25% of all engines rejected. Historically, since the first recorded incident in
March 1987, the failures pointed to poor performance of the bearings themselves. How-
ever, maintenance studies and recent analysis indicates that a vast proportion have oc-
curred through previously unidentified chloride corrosion as a result of contamination of
the lubricating oil system with salt water from the seawater lubricating oil cooler (SWLO
cooler). Despite joint ownership of both engine variants with the Royal Netherlands
Navy, there was no clear evidence until about five years ago to suggest why tube perfo-
ration was occurring. Indeed, the fact that failures have only occurred in Royal Navy
service is an interesting twist to the problem. This paper summarizes the phenomenon of
SWLO cooler corrosion caused by Microbial Induced Corrosion (principally Sulphate
Reducing Bacteria—SRB). It highlights the conditions in which SRB occurs along with
demonstrated prevention in Royal Navy gas turbine service through the combined efforts
of maintenance and development of a new titanium tubestack. The fault finding and
remedial recovery experience may well be of interest to operators of marine gas turbines,
both naval and commercial, who use tube type heat exchangers, especially when operat-
ing or undertaking work in estuarial waters and nontidal basins or when undertaking
littoral duties. This is a practical view of the issue from an operators perspective and
while utilizing a wealth of research and technical data available on the subject, it relates
the issues at hand to the particular corrosion problem and is not intended as an intro-
duction into organic chemistry. �DOI: 10.1115/1.1926315�

Introduction
The UK Warship Support Agency provides overarching in-

service gas turbine support and cooperation through two Memo-
randa of Understanding involving four European nations, 21 years
of collaboration and three million shared running hours of opera-
tion. The membership of the Olympus and Tyne MoU, in place
since 1980, comprises the navies of the UK �RN�, The Nether-
lands �RNLN�, France �FN�, and Belgium �BN� �Table 1�. The
MoU for the Spey SM1A, signed in 1989, is between the UK and
The Netherlands. In addition, the Royal Navy also operates the
Rolls Royce Spey SM1C and since 2002 it has been accompanied
by The Royal Netherlands Navy under the Spey SM1C MoU to
encompass the engines installed in the RNLN’s new class of Air
Defense and Command Frigate �LCF�.

Marine gas turbines have been used for many decades in a
diverse range of commercial and naval marine vessels almost ex-
clusively for main propulsion duties in a number of different con-
figurations. Seawater is a naturally available cooling medium and
is extensively used in marine vessels, however, its use brings
about many difficult decisions and complications; �a� choice of

materials that can be used, �b� system architecture, and �c� cost
and maintenance loading throughout the life of the vessel due to
material corrosion and wastage. There are trade-offs in choosing
sea water over other conventional cooling media such as a closed
loop system using fresh water or ethylene glycol.

In a warship, however, the seawater cooling system plays an
even more vital role in successful achievement of the mission.
Clearly it is important for capability and maintainability reasons
to employ the most cost effective means of cooling using materi-
als that resist known failure mechanisms of corrosion and erosion.
The degree to which this occurs is a juggling act between many
environmental factors �1� including;

• Sea water temperature: Corrosion generally increases with
increased temperature but there are exceptions.

• pH level: Corrosion increases as pH decreases, however, a
pH less than 7 provides good protective oxide scaling.

• Marine growth: This can either act as a barrier to prevent
corrosion or gives rise to crevice conditions creating in-
creased corrosion and effects from corrosive products.

• Salinity: Chloride ion concentration increases as salinity in-
creases giving greater corrosion rate.

• Metal ion concentration: As metal ion concentration in-
creases, corrosion in copper alloys increases. The presence
of dissolved copper ions which are converted into an aggres-
sive �cupric� form causes further corrosion.

• Dissolved gasses: Sufficiently high oxygen content can in-
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crease corrosion but adequate levels provide good oxide
film production, other gasses also cause an increase, espe-
cially carbon dioxide CO2 and sulphur dioxide SO2.

• Pollutants: As pollutant levels increase, corrosion usually
increases. Sulphide and ammonia are particularly corrosive
towards copper based alloys.

• Suspended solids: Increased solids content create higher
corrosion rates usually through “erosion corrosion” and the
effects of removal of the oxide film.

• Season: Greater corrosion can occur in Summer months
with increased seawater temperatures.

• Stray electrical currents: The effect on corrosion depends
on the polarity and magnitude of the current—this can
sometimes be put to good use.

• Water velocity: Higher water velocities give rise to in-
creased erosion and can remove the oxide film giving rise to
increased erosion corrosion, particularly where there is a
high level of debris and suspended solids.

Tyne and Spey Gas Turbine Engine Failures
This paper specifically concentrates on the successful measures

put in place by the UK to counteract a corrosion problem with the
design of copper nickel �CuNi� heat exchanger tubestacks used to
cool the lubricating oil of the main propulsion Tyne and Spey gas
turbines, shown in Figs. 1 and 2. This design of cooler is also in
general ship use in other systems such as weapons, steering sys-
tems, and refrigeration. The gas turbine coolers differ slightly in

that they have control valves fitted on the oil inlet to regulate the
GT oil supply temperature. Similar failures have occurred to a
degree in all systems but the consequences are more severe for the
main engines as SW contaminates the lubricating oil supply to the
bearings.

Propulsion and Cooling System Design
The Tyne RM1C gas turbine entered RN service in the mid

1970s and is in use extensively as a 4 MW “cruise” engine along-
side the more powerful Olympus and Spey “boost” engines used
for sprints and when high speeds of advance are required. The
12.75 MW Spey SM1A is used in two configurations, one of
which is alongside the Tyne and the other is in a diesel or electric
motor arrangement. This engine entered RN service in the mid
1980s.

The Tyne arrangement in particular, relies on designs that were
produced as far back as 1968 with much “technology” being in-
herited from previous classes of warship, including the engine
cooling arrangements. The Spey is of similar parentage, however,
the oil cooler used is the same unit as the Tyne with no design
changes.

Historically, nonferrous copper alloys are favored in naval ma-
rine SW cooling systems. Based on many years of operation, the
RN and the bulk of other marine operators are no different in this
respect and there is a significant level of past commitment to
copper based materials. Neither has there been a radical use of
newer materials such as Titanium. That said, there is evidence of
increasing popularity in this material perhaps because the material
is now considered to be more available and has developed a short
but positive history. Peacock �2� refers to sighted examples being
Soviet submarines, the use by the Royal Norwegian Navy, the
offshore oil industry and the US Navy. Progress with the use of
Titanium in RN service is relatively slower and evaluation pro-
grams are known to be in place to generate design data on Tita-
nium and selected alloys. The inherent corrosion and erosion re-
sistance of all these materials is derived from the ability to quickly
develop a natural, hard, and inert oxide surface film when exposed
to oxygen present in the seawater.

Engine Cooling
The cooling arrangement for each engine relies on a dedicated

SWLO cooler solidly mounted to the base plate of each gas tur-
bine and connected by rubber flexibles to the respective seawater
and lubricating oil systems. It is worthy to note that no arrange-

Table 1 Gas turbine population within the two MoU’s „Mar 04…

Fig. 1 Schematic representation of SWLO cooler

Fig. 2 Cooler on palette with CuNi tubestack in foreground
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ments have been made to electrically isolate the cooler body from
the SW system, despite rubber flexibles being used.

The standard multipass tube type heat exchanger used is ca-
pable of providing 48°C of oil cooling at full power. This is a
Rolls Royce original design manufactured by Serck Heat Transfer
Ltd. in the UK. A sectional arrangement is shown in Fig. 3.

“Multipass” is achieved by the use of 14 large baffles and 13
small baffles which fit over the tubes on the oil side thereby caus-
ing 27 directional changes in the oil over the tubestack �3�. Inter-
estingly, the complete assembly is of mixed metal construction
with an aluminum alloy shell �body�, tin bronze inlet and outlet
water boxes and cover plates, 70/30 copper–nickel alloy
tubestack �SW through tubes�, steel leakage ring and aluminum
bronze fasteners. The overall length is 1.3 m and fully charged it
weighs 81 kg. The tubestack contains 78 in number 70/30 CuNi
tubes which have roller expanded ends to provide a 25 mm seal
within the endplates and it is designed to withstand MoD UK
Grade 1 shock requirements.

In terms of performance criteria, Table 2 demonstrates that the
unit is designed to remove 60 kW from the lubricating oil �NATO
OX22/OX28� under maximum operating conditions and that the
SW velocity of 0.59 m/s is less than the recommended maximum
of 0.7 m/s for tubes less than 10 mm diameter �4�.

Naval Operation
Depending on deployment and mission profile, Tyne and Spey

operation is generally one of mixed running or long periods spent
at medium to high power followed by prolonged periods of inac-
tivity when in leave or maintenance periods unlike most other
systems which remain operative. As the engines are not used dur-
ing these periods, fuel system components become sticky, SWLO
oil coolers can corrode and oil wetted internal surfaces and bear-
ings are more prone to humidity corrosion and “drain down.” This
has led to an increased incidence of bearing rejections at overhaul
due to surface corrosion and measures are in place to address this,
including a better anti-corrosion additive package within the oil
and de-humidification of engine enclosures and gas paths.

The modes of operation described place increased demands on
the thermal performance and shut-down capabilities of the SWLO
coolers, in particular their ability to respond well to; �a� changes
in seawater temperature, �b� thermal load dissipation rate, �c� pe-
riods of inactivity, and �d� ability to reject marine organisms and
plant life contained in the SW cooling water supply.

Failure Modes and Frequency
A study by UK MoD in 1999 �5� revealed that 21 Tyne and

Spey engines �mainly in the RN fleet� had been rejected from
service in the preceding five-year period due to “bearing related
issues.” Fleet size at this time was 60 engines so this represented
a severe drain on resource and operational availability. Of the 21
engines, Price �3� identified 15 failures as directly attributable to
bearing corrosion rather than an inherent defect which was also
evident in this period and later resolved at overhaul. The corrosion
problem alone is estimated to have cost nearly £4.0 m due to
unplanned repairs and unrecoverable hours lost to shortened inter-
vals between overhauls.

Despite specialist assistance at the time, the primary reason for
failure had been largely unresolved until the RN conducted a

study of the sources of contamination and linked this with two
other key areas; �a� the dates of SWLO cooler maintenance and
�b� work underway by Price �3� to investigate the high incidence
of submarine fuel tank corrosion. Price concluded that there was
no discernible difference between age or history of cooler and the
mean time to failure. The failures had occurred platform wide in
new, used, or overhauled tubestacks at various points in time but,
importantly, an alarming number of failures had occurred after
major maintenance periods where the ships SW system had been
closed down. Three of four engines in particular failed from bear-
ing and gearbox corrosion problems on one ship alone, HMS
Cumberland in 1997, within some 200 engine hours after refit.
Price observed that in all cases, the tubestacks that had failed
prematurely up to two years after a refit were generally caused by
corrosion pitting and those that had failed after two years were
mostly caused by localized impingement erosion due to high op-
erational hours. Although strip reports indicate the failures shared
the same chloride corrosion mechanism, no early evidence from
the failures was available to explain why tube perforation was
occurring. Chemical and/or galvanic attack of the oxide film was
suspected but required proof.

In-Service SWLO Cooler Failure Indicators. Arguably it is
questionable why automatic SW detectors in the oil system are not
fitted and, although it is clear this is not ideal, there has never
been a reason to doubt the resistance of this design of cooler or
even that such a system is warranted.

Where ship staff were available for comment at the study point
and based on the length of operation of the engines with the prob-
lem concerned, failure of the SWLO coolers was indicated by one
or more of the following observations:

• fluctuating engine oil pressure �due to the SW having
a higher pressure than the scavenge oil pressure of the
engine�,

• loss of lubricating oil from the oil header tank,
• oil overflowing the engine air–oil breather pipe to the ships

sullage tank,
• presence of sea water in the auxiliary high speed gearbox

�HSG�,
• visible surface corrosion of the gearwheels in the HSG,
• crystallized salt deposits clogging HP and LP oil filters,
• high water content detectable in the engines lub oil supply

�increasing at point of engine�,
• increased vibration levels,
• reduced spool run-down times.

Saltwater removal from main machinery oil systems is not con-
sidered a science but relies on reacting quickly to undertake fresh
water flushing of the system to dissolve the salt, followed by
copious clean oil flushes to purge the water. In all events tried, this
technique failed and bearing life was short lived. It was concluded
that the bearings were extremely sensitive to SW contamination

Table 2 Gas turbine SWLO cooler performance criteria

Fig. 3 Sectional arrangement through SWLO cooler
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regardless of whether the failure had just occurred or had been
undetected for some time �for example, on the occasion that only
one tube had failed�.

One of the prime observations when draining and removing
some of the tubestacks was evidence of Hydrogen Sulphide, char-
acterized by the strikingly unpleasant smell of “rotten eggs.” This
was accompanied by general corrosion of the tubestacks with lo-
calized deeper attacks and internal pitting within the tubes. The
surface in the thinned areas of the pits appeared to have a rippled
discolored surface with a distinctive black surface surrounded by
a brown oxide film. Corrosion of the naval brass fixed end tube
plate was generally extensive. Tube end thinning and slotting was
present at the sliding end with evidence of marine growth. Figures
4–8 show this in more detail. This evidence is vital in the identi-
fication of the particular corrosion mechanism presented in this
paper. To understand the problem, a three pronged investigation
was undertaken by UK MoD with the assistance of Rolls Royce
�who undertook a number of whole engine Defect Investigations�,
Serck Heat Transfer �who, as the OEM, undertook failure inves-
tigations on a number of rejected tubestacks� and SGS UK Ltd.
�an independent technical consultant who looked at the specific
corrosion mechanisms involved�.

Installation, Commissioning, and Upkeep
As discussed, the ability for a CuNi tubestack to resist corro-

sion is directly proportional to the build up and stability of the
brown protective copper oxide film on the inside surface of the
tubes �Fig. 8�. Manufacturers call this process the “burn-in” phase.
Film thickness is established more quickly when in contact with
clean, flowing, naturally occurring seawater that is high in dis-

solved oxygen and low in debris or marine growth. Although only
a few microns thick, the thin adherent film matures to full strength
in most 70/30 CuNi systems in approximately 90 days but pub-
lished literature makes reference to a considerable variation in this
figure. Furthermore, formation can be dramatically reduced when
�a� much shorter periods are used, �b� when the process is inter-
rupted, or �c� where any of the previously identified negative fac-
tors are encountered such as increased salinity, increased pollut-
ants, entrapped solids and deposits, etc.

The degree of protection that the film offers is crucial to the
longevity of the cooler tubestack and, in this case, the ultimate life
of the gas turbine bearings �there is no “fail safe” mode for tube
leakage�.

Fig. 4 Corrosion of the CuNi fixed end plate and deposits in
the exposed tube ends

Fig. 5 Corrosion of the CuNi sliding end. Tubes exhibiting end
slotting and wall thinning

Fig. 6 CuNi tubestack showing through hole perforation

Fig. 7 CuNi tubestack through hole perforation, wall thinning,
presence of black deposit, and oxide film

Fig. 8 CuNi tubestack through hole perforation localized pit-
ting and brown copper oxide
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All very well, but this relies on dockyards being alert to “best
practice” at the commissioning stage of the ship or the strategy
relies heavily on ship staff awareness of the issues during replace-
ment of a tubestack while at sea.

This practical advice has uncovered a known weak point with
cooler installation and upkeep on gas turbine ships at the point of
commissioning or following a period of maintenance. The evi-
dence ties in well with the previously discussed problems on ships
whose coolers had failed within two years of a refit period such as
that shown on HMS Cumberland.

A chemical dosing agent such as Ferrous Sulphate or Sodium
Dimethyldithiocarbamate can be introduced upstream of the
equipment to be protected to accelerate protective film formation.
Additionally, a biocide such as Hydrogen Peroxide can usually
deter attachment of organic matter. Both would be used in a “total
loss” capacity, usually with severe environmental restrictions.

Failure Observations. Type “A” Failures �i.e., those that
had occurred following refit, repair, or essential Dockyard
maintenance�:

• Three UK dockyards are contracted to undertake ship refits.
A high number of Type “A” failures had occurred in one
particular dockyard where post refit flood-up was physically
undertaken at the end of an estuarial basin found later to be
high in pollutants, nitrates, sulphates, and marine organisms.
Combined with this, it is known that a second yard used for
earlier ship building was based immediately on the Clyde
Estuary. This is a significant clue to the identification of the
corrosion mechanism discussed later.

• It was common for ship’s SW systems to be commissioned
and then remain flooded for long periods, in excess of three
to four weeks. Some of the failures were observed to have
occurred where the SW systems were inactive in order to
prepare for refit milestones or completion dates. On the oc-
casions where the SW system was isolated and drained
down, it was not customary practice at the time to open up
the coolers and air dry them. However, there is substantial
evidence �6� to suggest that the practice of using clean sea-
water to burn-in tube type heat exchanges was well known,
despite a lack of documented servicing advise and mainte-
nance history available to support this in RN operation.

• At one time, the MoD specified the use of Sodium Dimeth-
yldithiocarbamate as a pre-treatment dosing agent. How-
ever, any chemical treatment appears to be in decline, espe-
cially as newer corrosion resistant materials come on line
which have better anti-corrosion properties and do not re-
quire the expense of an injection system.

EU Marine Pollution Legislation appears to have tightened in
the mid 1990s. Certain SW dosing compounds were discontinued
but Tuthill �7� reports that commercial shipping operating with
Ferrous Sulphate still do so to strict port turn round times and
rarely experience significant corrosion problems, even in polluted
harbors.

There are few cited examples where dosing systems are used in
RN service, HMS Endurance being the only example the author
investigated having a mixed metal galvanized steel and 90/10
CuNi SW system. Generally, dosing has historically been pre-
cluded from naval warship operation for environmental, cost and
maintenance reasons even under intermittent operation.

• Neither the cooler manufacturer or Rolls Royce had origi-
nally recommended periodic inspections of the tubestack
upon entry of the gas turbines into service. Uneasy with
such a policy and having no firm knowledge of the effect of
the conditions on the growth rate of marine crustacean that
can take place within the tubes, the UK MoD decision at
this point was to adopt a two-year maintenance operation to
remove, clean �by freshwater lance and dedicated rodding
equipment� and inspect the tubestack and end plates in order

to maintain longevity and thermal performance. If signifi-
cant corrosion or erosion was evident then tube plugging or
complete unit replacement was specified. The procedure has
been in place for many years.

A maximum of eight tubes �representing 10%� could be
plugged in this manner without significantly effecting heat trans-
fer rate. This routine was adopted until 1997 when questions
started to be asked about the cost effectiveness of the strategy and
the level of risk involved in sending repaired units back into ser-
vice �£1000 per item compared to a typical cost of £100,000 to
undertake a Tyne bearing replacement due to chloride corrosion�.

Risk of failure increases with depth of corrosion. Arguably, a
major concern was that a successful pressure test with plugged
tubes did not ensure leak free operation after re-introduction back
into service.

Type “B” Failures �i.e., those that had occurred in-service fol-
lowing ship staff maintenance�:

• Some ships had followed maintenance procedures strictly to
the BR, while others had to minimize activities due to re-
duced compliment or higher priorities �an example is the
continued operation of the SW Circ system through the
coolers even when engines are shut down�:

• Up until 1997, guidance relating to the mandatory draining,
flushing and drying of CuNi coolers during periods of ex-
tended inactivity had not been promulgated to GT vessels.
As a consequence, a number of ships reported their cooler
failures directly after routine shutdown or after a period of
crew leave. This was particularly evident where the ship was
berthed in estuarial water for the duration of its stay or if it
had previously undertaken littoral duties operating within
sight of shore.

Results of Studies: The Corrosion Mechanism

Prior to drawing up conclusions as to the corrosion mechanisms
involved with the CuNi tubestack and the post failure remedial
activity undertaken, a summary of the key observations are pre-
sented;

• Installation, commissioning, operating, and refit procedures
were considered too relaxed—there was risk of insufficient
“burn-in” for new coolers, risk of water stagnation occurring
during shut down �oxygen is depleted�, and poor on-board
maintenance,

• A step reduction had occurred in the preference for oxida-
tion and biocide dosing of SW systems,

• The tubestack failure trend favors ships that have undergone
maintenance in esturial waters exposed to high amounts of
organic activity, pollutants and effluent followed by opera-
tion at sea in aerated un-polluted seawater,

• Failed tubestacks showed:

• significant corrosion and erosion of the SW inlet tube-
plates and general corrosion of the bores accompanied by
tube clogging, black deposits, localized pitting, and
through holes in one or more tube walls,

• visual proliferation of mussels, crustacean, and seaweed
attachment within end plates and tube ends,

• smell of “rotten eggs” upon withdrawal of the tubestack
indicating the presence of dissolved hydrogen sulphide
gas.

The evidence indicated the combined presence of two major
failure mechanisms; �a� localized impingement erosion at the tube
plate faces caused by turbulent flow around partial tube blockages
�mussel shells, sediment, and entrapped debris� leading to erosion
of the parent metal and depletion of the protective oxide film Fig.
5 and �b� the presence of sulphide corrosion within the tubes
caused by the acid secretion from Sulphate Reducing Bacteria
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�SRB� through a mechanism of Microbial Induced Corrosion
�MIC�. This was detected by Price when spot testing samples
using the sodium azide chemical test �3�. This test is specific to
sulphides and can detect their presence with good repeatability.

Compared to open water, sulphides are found in higher concen-
trations around outflows rich in nitrates and phosphates or when
water conditions support the growth of Sulphate Reducing Bacte-
ria �SRB�. These areas are typically industrial outlets to main
waterways where effluent and a rise in water temperature is ap-
parent. Both these conditions were supported from the evidence
collected.

SRB thrive on the slow decomposition and decay of micro or-
ganisms which release nutrients back into solution in the form of
nitrogen and phosphorous. Depending on the strain, this can occur
under oxygenated or de-aerated conditions but pollution level
plays a critical role. They tend to be prolific and voracious repro-
ducing with dramatic intensity, especially when seawater is still
and stagnant over an appreciable time scale, but reportedly as
short as three to four days �7�.

Under depleted oxygen conditions, such as in the case of a
tubestack flooded with seawater during periods of commissioning
or shut down inactivity, sulphides from under a black slime cor-
rosion product which is less adherent and protective than the nor-
mal copper oxide film. During research, Syrett found that when
oxygen was not present to form a stable oxide film, concentrations
of sulphide as high as 55 mg/ ltr would still provide acceptable
corrosion resistance in conditions up to 5 m/s �8�. This slime and
discoloration was detected in all RN cases investigated by Price
and McCann �5�.

Once a system is re-commissioned with aerated pollution free
seawater, the sulphide deposits are washed away to expose clean
bright metal which will eventually regain a protective oxide film
but on this occasion, the film takes considerably longer to form
and corrosion rates are reported to be considerably higher as there
is an element of galvanic corrosion over the newly exposed anodic
regions �7�. In addition, water that contains significant hydrogen
sulphide can be very corrosive towards all copper alloys, acting as
a corrosion accelerator even in very small concentrations �5�.

Substantial evidence supports this pattern of events in the
cooler failures which occurred, especially those within 200 h of
leaving a refit period despite renewal or repair of the tubestack.

The RNLN conduct refit and maintenance activity away from a
primary source of esturial or pollutant rich seawater using a com-
missioning and drain down philosophy more advanced than that
of the Royal Navy, hence the reason for the lack of cooler inci-
dents within the Royal Netherlands Navy.

Recovery Actions Employed
For the purposes of identification, 1998 was a turning point in

the identification of the problems and the implementation of a vast
array of recovery actions. These are classified as; short term
“quick wins” �immediate actions with the chance of instant results
at low cost� and those that required long term investigation and
implementation.

Short Term Recovery. Investigation of the cooler failures re-
vealed the importance of correct maintenance and care of the
coolers in order to establish the protective oxide coatings in the
tubestack.

It was clearly undesirable that coolers remain full of stagnant
polluted sea water, particularly if they were new or had been
repaired by acid cleaning and pressure testing. Ships and mainte-
nance authorities were instructed to;

�a� Flush new or replacement tubestacks continuously with
clean aerated sea water for a minimum of 14 consecutive
days to establish a protective oxide layer to resist subse-
quent attack. Evidence showed that the most critical pe-
riod was the first two to three weeks of service, this being

the minimum period to provide protection for the normal
working life of the tubestack against subsequent encoun-
ters with polluted water.

�b� Maintenance instructions �9� were re-written to include
an annual routine instead of bi-annually.

�c� More detailed inspections were employed to look for
signs of tube end slotting, wall thinning and corrosion,
prior
to cleaning in order to raise awareness of the corrosion
problem.

�d� The significance of a sulphurous odor was highlighted as
characteristic of SRB.

�e� Personnel were made aware of the very serious health
consequences of exposure to hydrogen sulphide gas, a
fact not previously published to operators undertaking
tubestack
replacement.

�f� Acid cleaning, mechanical de-scaling �rodding�, high
pressure water jetting and tube plugging was deleted for
tubenests below 10 in diameter.

�g� Correct commissioning procedures were stipulated. If
symptoms of unreasonable levels of corrosion were
present, the tubestack would now be replaced with a new
item.

�h� The re-introduction of overhauled tubestacks was discon-
tinued as it carried unnecessary risk of failure.

�i� Tubestacks less than 10 in diameter were reclassified as
“consumable” rather than “repairable” items.

�j� Cast Naval Brass endplates were discontinued as they
permitted increased erosion corrosion and leakage.

�k� During refits or inactive periods over 14 days duration,
coolers would now be isolated, drained and, end caps
removed, flushed with fresh water and left to dry out.

�l� Ships and bases were made aware of the need to operate
within correct seawater circulating parameters for pres-
sure, flow, etc., especially in estuarial waters where there
is an increased risk of erosion from suspended solids.

�m� Tubestacks were immediately replaced on ships deploy-
ing on extended duties. Without question, this action
alone was considered an immediate priority and respon-
sible for saving at least £800,000 of premature repair
arisings and lost operational life between overhauls.

Longer Term Potential. Longer term alternatives to the use of
a CuNi tubestack were investigated. The emphasis on assessment
was to highlight viable options that would lead to a positive in-
crease in engine reliability whilst representing value for money
alongside a short and recoverable “pay back” period. Out of ser-
vice dates also needed to be considered. Dosing and treatment of
the entire SW system were again revisited and discounted for the
reasons outlined earlier.

The “Leak Free” Cooler. An interesting design of “inherently
safe leak free cooler” manufactured by Aberdeen Radiators Ltd. in
the UK was also investigated. The design features a tube-within-
tube principle utilising a material of the customers choice. The
cooling medium and the medium to be cooled are effectively
separated by a thin layer of ethylene glycol antifreeze solution
within an annular space. As a minimum requirement, a differential
pressure gauge is fitted to this cavity to indicate the rise in glycol
pressure above a set operational limit. Leakage from one of the
other fluids into the annular space is immediately apparent by a
rising pressure on the gauge. More significantly this prevents con-
tamination of the fluid being cooled irrespective of the type of
fluid.

Furthermore, the cooler can be run to failure without fear of
contaminating machinery coolant or lubricating oil if this is a
desirable and cost effective strategy. Whilst the cooler design fully
met the requirements for GT cooling and costs appeared to pro-
vide value for money, the increase in overall size required to meet
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the desired thermal performance was a significant constraint in
terms of the additional work required to modify the gas turbine
base plate.

This option was, therefore, not considered further, however,
may well be of interest to other operators where space is not at
such of a premium.

The Titanium Cooler Tubestack. Price and McCann’s discus-
sions with the original cooler manufacturer, Serck, led to interest
in a titanium cooler tubestack that was being offered for use in
submarines to resist MIC. Interestingly, around this time, Peacock
had reported that Titanium had “comparatively little use” by the
RN �2�. Indeed, progress with the use of titanium in the RN was
relatively slower than that in other navies such as the Royal Nor-
wegian Navy or the US Navy. Nowadays, the position has im-
proved somewhat with the assistance of outside research agencies
such as the UK’s QinetiQ organisation to build up extensive data
and evaluation programs.

The process by which titanium claims increased corrosion re-
sistance over a CuNi alloy depends on the similar build up of a
protective oxide film. Titanium oxide is also reportedly more inert
and tenacious than copper oxide, forming rapidly on contact with
oxygen within seconds rather than weeks and its higher strength
increases resistance to erosion, cavitation and crevice corrosion
along with reduced density, lighter products, and better resistance
to shock. The oxide film is also self healing if damaged. Published
material properties for two widely used commercially available
titanium alloys are compared to CuNi in Table 3 �10�.

The material’s availability and use is gradually improving, es-
pecially within the offshore oil industry. Despite this, however,
titanium still suffers from crevice attack, hydrogen uptake and
galvanic effects when coupled to dissimilar metals as in a ships
SW system. The advice by Peacock is that it should never simply
be used to directly replace a lesser material without realistic vali-
dation or testing �2�. There are however, a vast number of long
established titanium heat exchanger and condenser programmes in
the Process and Petrochemical industries which are of great inter-
est. Reports on the use of titanium in seawater environments in-
dicate very favorable resistance to debris erosion, SRB and the
vast majority of known failure mechanisms �10�. With this in
mind, UK MoD set out with a primary aim to establish:

• Feasibility and Costs: for 70 in-service CuNi units—
clearly a primary objective before undertaking fleet wide
replacement.

• Galvanic Performance: back to back rig testing of the ti-
tanium cooler verses the CuNi item undertaken by members
of the Nuclear Department of the School of Air and Marine
Engineering, HMS Sultan.

• Thermal Performance: back to back testing involving in
situ trials on three operational vessels.

• Manufacturing timescale: post test introduction of 70 units
to the Tyne and Spey fleets.

Through Life Costs. In terms of direct hardware costs, the re-
sults were surprising. A direct replacement tubestack in Grade 2
titanium alloy compared well with the existing 70/30 CuNi item
at a cost ratio of only 3.5:1. Due to their own perception, the RN
had wrongly anticipated this multiplier to have been between 8
and 10 so were pleasantly encouraged by the reality. Additionally,
there was scope for further reduction in costs if tubestacks could
be ordered in sufficient batch quantities to provide economies of
scale during manufacture.

To replace all RN tubestacks and provide a sufficient level of
support stock, 70 titanium units are required at a cost of approxi-
mately £200 k. To put this into perspective, the modification to
embody a titanium cooler into the RN fleet could be accommo-
dated at less cost than would occur due to a single Tyne bearing
failure. Additionally, titanium coolers would be fitted for the re-
maining lives of the vessels. This could provide significant in-
crease in engine reliability and substantial cost savings in terms of
spares, maintenance and reduction in engine premature failure
rate.

This is an entirely credible financial argument for the introduc-
tion of the new material into the RN but the option has not been
met with open arms by the Royal Netherlands Navy on the
grounds that similar failure modes have never been experienced in
RNLN service for the reasons highlighted earlier in this paper.
This may prove to be a high risk decision and places additional
responsibility on UK MoD and the OEM to ensure CuNi
tubestacks remain available for use by the RNLN Spey vessels.

Trial to Establish the Galvanic Performance of a Titanium
Cooler. One of the main concerns with the new titanium tubestack
when in contact with the original aluminum alloy cooler body and
bronze end plates is that titanium is more protected �more noble�
than the items it is to be coupled to. This led to suspicion that
there could be system related corrosion problems due to the cou-
pling effects. It would be pointless using a titanium cooler
tubestack if the rest of the ship dissolved around it �11�.

Metals which are galvanically close to titanium are reported to
perform satisfactory, as shown in the abridged galvanic series
shown in Table 4.

To investigate the problem, research was undertaken using two
separate tests;

Rig Test. The first tubestack was tested in a purpose built rig
designed and manufactured by students undertaking project work
as part of SEMC Training at HMS Sultan, the RN’s School of Air
and Marine Engineering. The trial was conducted using back-to-
back galvanic testing with a CuNi tubestack to record and assess
the open circuit potentials at specific points around the cooler
assembly and, in so doing, confirm that the corrosion rate was
acceptable both in conditions of flow and when shut down with
stagnant sea water �12�.

The Rig Test revealed that:

• by using the standard “O” seals and gaskets both CuNi and
Titanium tubestacks were isolated from the water boxes and
end covers with no intimate electrical contact observed by
either unit,

• the static testing of the galvanic potential ranged from
175 to 220 mV, discounting temperatures over 90°C, Fig. 9
refers.

• with SW flowing, the measured potential of the CuNi
tubestack was 0.25 mV p-p bandwidth with a mean of

Table 3 Comparison of material properties of titanium grades
2 and 5 against CuNi grades 90/10 and 70/30
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0.37 mV, that for the titanium tubestack was markedly dif-
ferent with a greater bandwidth of 5.0 mV p-p about a mean
of 0.30 mV.

• despite the titanium tubestack cooler assembly standing for
8 weeks in stagnant sea water, no significant changes in po-
tential compared to flowing sea water conditions were
noted,

• following 8 weeks of inactivity, the titanium tubestack was
clean and bright with no corrosion or deposits, Fig. 10–12
describe.

• a stable, green oxide film was present on exposed cooler box
surfaces with no evidence of biological activity,

• the annular crevice region around the inlet box “O” seal
showed negligible evidence of corrosion,

• there was no degradation of the titanium tubestack.

Under the inherent measuring interference of the hardware, sig-
nificant harmful potentials could not be detected. Although it was
not possible to calculate a corrosion rate, testing concluded no
adverse electrochemical corrosion existed with the introduction of

the titanium cooler under test conditions.

Ship Test. The second tubestack for the galvanic trial was op-
erated in HMS Edinburgh �Tyne powered ship� for a period of
2 years. The ships program involved littoral duty and operation in
a tropical climate �13�.

The Ship Test revealed that after two successful years in service
under a wide variety of conditions:

Table 4 Galvanic series in clean, oxygenated seawater at
35°C based on electrode potential measurements

Fig. 9 Temperature dependence of electro chemical poten-
tials. HMS Sultan Titanium SWLO cooler static testing.

Fig. 10 Overview of HMS Sultan test rig water box inlet side
assembly, after 8 weeks standing

Fig. 11 Absence of notable corrosion on titanium tubestack,
remaining shiny throughout

Fig. 12 Crevice region shows slight discoloration but it is not
deteriorated
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• a stable oxide film had passivated the tubestacks and despite
theoretical expectations, galvanic pitting was not evident to
any significant effect, the titanium surfaces were clean and
almost free from biofouling, exceptions being a number of
established crustaceans resembling barnacles, Fig. 13 refers,

• the water boxes were free from biofouling with an even
coating of green oxide film,

• at tube entry, the tubestack showed no signs of localized
impingement corrosion or crevice attack,

• cleaning revealed a maximum depth of material wastage of
1 mm around the periphery of the endplate over a
120 deg arc extending no more than 10 mm from the gasket
face, evident in Fig. 14.

A condition based maintenance strategy could be explored by
monitoring the performance and SW pressure drop. This was con-
sidered a favorable inspection with no system problems reported,
however, a recommendation was made to undertake an annual
strip and clean of the tubestack and cooler body followed by a 2
annual “system check-up.”

Trial to Establish the Thermal Performance of a Titanium
Cooler. The second concern was with the thermal performance of
the Grade 2 titanium cooler over the CuNi item due to its lower
thermal conductivity, see Table 3. In reality, the Titanium Infor-
mation Group advises that wall thickness for titanium tubing can
normally be reduced by as much as 30% over the equivalent di-
ameter of CuNi material �10�, however, in the case of the gas
turbine tubestack, it was thought that this may adversely effect
heat transfer take up from the surface of the stack to the seawater.

Using a conservative approach, the titanium unit was designed

with an equal number of tubes as the CuNi item, 78 in all, with an
equal outer diameter of 10 mm. Tube thickness was increased
only slightly from 0.9 to 1.00 mm for the titanium unit thereby
allowing an increased corrosion allowance.

Two ships; HMS Montrose �Spey powered ship� and HMS
Southampton �Tyne powered ship�, each installed two titanium
tubestacks to monitor temperature profiles and material conditions
over mixed periods of operation during a timescale of 18 months.
During this period, no reported incidents of excessive oil tempera-
ture were recorded. Furthermore, upon stripping, the material con-
dition of the tubestacks were very similar to that of HMS
Edinburgh.

Marine crustacea were certainly present but they do not so
readily attach to a titanium oxide film so were easily removed by
cleaning to leave a bright corrosion free surface on tubes, end-
plates and water boxes. Tube baffle plate fretting under vibration
and shock was not a feature in any of the tubestacks inspected.

Investigation Closing Recommendations
Based upon the evidence provided, UK MoD were content that

the failure mechanisms had been fully investigated and that suffi-
cient evidence existed to commence an embodiment program to
replace CuNi tubestacks with those manufactured from Titanium
Grade 2.

The ship trials have been closed, however, the titanium units
will remain in operation following the recommendations to ex-
plore the periodicity of inspections and Condition Based Mainte-
nance. Initial assessment will be undertaken at one-year intervals
until sufficient knowledge has been built up to relax this period-
icity. This is considered achievable within two to three years.

Despite the increase in wall thickness of the titanium unit over
the equivalent CuNi tubestack, no further changes are planned.

Remedial recovery actions for the CuNi tubestack previously
outlined will remain in place until full fleet wide introduction has
been accomplished.

Summary and Conclusions
UK MoD have embarked upon two parallel programs to under-

stand the phenomenon of gas turbine main line bearing failures in
RN Tyne and Spey operation and to investigate and implement an
alternative course of action with a Titanium cooler that is consid-
ered to provide a lifetime, value for money, retrofit solution.

Analysis of the problems experienced with the auxiliary
mounted CuNi SWLO cooler tubestack used in the GT lubricating
oil supply, has identified a principle corrosion mechanism and
many other additional factors which combine for failure events to
occur.

This has generated a wealth of understanding of the effects and
actions necessary to prevent Microbial Induced Corrosion, in par-
ticular that due to Sulphate Reducing Bacteria. The work has also
benefited those responsible for lubricating oil maintenance and a
number of key points, particularly regarding contamination test-
ing, have been learnt. A greater understanding of these type of
issues relies on continual education and retraining of designers,
on-board operators, support officers, and dockyard maintenance
staff.

Furthermore, where dosing and biocide is an environmental
concern and cannot be accommodated, there is a real need for
taught commissioning and operating procedures which accommo-
date shut down periods lasting more than a few days. This needs
to become standard practice, regardless of the materials involved.

As RN operations move to more littoral waters and as pollut-
ants around coastlines gradually increase, there is a shared view of
an upsurge in SRB activity for the foreseeable future. This is
alarming as many vessels �commercial ones included�, will still be
in operation in the next 20–30 years. Certainly food for thought.

Finally, any views expressed are those of the author and do not
necessarily represent those of the Department/Agency.

Fig. 13 Titanium tubenest in service on HMS Edinburgh show-
ing end plate original machining marks still intact

Fig. 14 Water box inner surface
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Nomenclature
BR � Book of Reference �Gas Turbine handbook�

CuNi � Copper Nickel alloy, grade 70/30 or 90/10
HMS � Her Majesty’s Ship
MIC � Microbial Induced Corrosion
MoU � Memorandum of Understanding
OEM � Original Equipment Manufacturer

RN � Royal Navy
RNLN � Royal Netherlands Navy
SEMC � System Engineering Management Course

SRB � Sulphate Reducing Bacteria
SW � sea water

SWLO � Sea Water Lubricating Oil
WSA � UK Warship Support Agency
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Modeling Oil Flows in Engine
Sumps: Drop Dynamics and Wall
Impact Simulation
A computational preliminary design tool has been developed to help simulate drop-
related processes that take place in an oil sump of a gas turbine engine accounting for
drop motion, deformation, breakup, and drop/wall interactions including wall film impact
and potential splashing. Aerodynamic interactions with the gas phase are considered
using an exact solution of the Navier–Stokes equations to approximate the annular gas
flow. Detailed results for the baseline case that attempts to replicate the conditions found
in a typical oil sump of a turbofan engine are presented. In addition, the results of more
general parametric studies utilizing a simplified geometry that investigated the effects of
changing various parameters are discussed. �DOI: 10.1115/1.1924432�

Introduction
The lubrication system of a typical gas turbine engine consists

of a pump that supplies oil to many different portions of the en-
gine that require lubrication and cooling. A special oil scavenging
system is designed to collect the oil after it has fulfilled its func-
tion and return it to the oil tank in order to be filtered, cooled, and
reused. The oil is often injected in areas where high-speed rotating
machinery is present that results in extremely complex two-phase
air/oil flows for which it is difficult to obtain experimental data.
Nevertheless, understanding these processes is very important in
order to design reliable and efficient lubrication systems that sup-
ply the necessary amounts of oil while minimizing leakage.

Several factors contribute to the complexity of flow processes
in the lubrication subsystem of gas turbine engines. Forces due to
aerodynamic interaction of the oil with the spinning gas �wind-
age�, viscosity, gravity, and drop/film or drop/wall interactions can
all affect the oil behavior and the draining characteristics of the
sump. Drops shed from seal runners and bearings contain some of
the most energetic fluid as they can exit at a significant fraction of
the shaft speed. For this reason, mass and momentum interactions
with the wall and other components in the bearing chamber are
largely dependent on drop behavior.

The present work is concerned with simulating oil drop trajec-
tories and drop/wall interactions in oil sump geometries similar to
that found in the Rolls-Royce AE3007 gas turbine engine. Spe-
cifically, the center oil sump of the AE3007 was chosen as the
baseline case in the present work. Figure 1 shows a schematic of
the sump. Oil is delivered via a pressurized pipe and is sprayed
through a nozzle onto the rotating seal runner with the goal of
providing lubrication and cooling to the engine seal. The oil is
then driven along the seal runner by its momentum and centrifugal
forces and develops into a thin liquid film due to the rotation of
the seal runner. Upon reaching the edge of the seal runner, the oil
is flung off as a train of drops in the direction of the outer sump
wall. Experiments of Radocaj �1� suggest that typical drop diam-
eters are in the range of 100 to 1000 �m. These drops interact
with surrounding airflow �induced by the high rotational speed of
the shaft�, which leads to their deformation and possible in-flight
breakup. Finally, drops impact the outer sump wall and transfer a
portion of their momentum to the liquid film that covers the wall.
If the impact is strong enough, drops splash and create a large

number of secondary droplets that eventually also impact the wall
at some other location and transfer a portion of their momentum
to the liquid film. The film migrates around the sump and even-
tually is scavenged out by using a combination of gravity and a
fixed displacement pump.

The objective of the present work is to use the best available
knowledge in the areas of drop deformation, breakup, and drop/
wall interactions in order to develop a preliminary design tool to
rapidly track the drops from the moment of separation from the
edge of the rotating seal runner to the point of impact with the
outer sump wall, to simulate the drop/wall impact event, and to
assess the effects of changes in various parameters on the amount
of momentum that is eventually transferred to the liquid film at
the wall. Shimo �2� considered oil film behavior along the seal
runner and the outer sump wall concurrently with the present ef-
fort. The model is described in the next two sections, followed by
results of baseline and parametric studies aimed at identifying the
influence of design parameters on drop momentum transfer to the
wall film.

Drop Tracking Model
The main purposes of the drop tracking model are to determine

the motion of a single parent drop from the edge of the rotating
seal runner to the point of impact with the outer sump wall and to
determine impact parameters needed for the drop/wall impact
simulation. In addition, the core of the drop tracking model is
subsequently used to individually track secondary droplets that are
formed after the parent drop impacts the wall.

The airflow between the rotating shaft and the stationary outer
sump wall is nonuniform and fairly complex. Because the main
goal of this work is to develop a preliminary design tool, it is very
important to keep the run time as short as possible, so an exact
solution of the laminar Navier–Stokes equations for flow between
rotating and stationary cylinders was employed:

Vg = R1�� R1/R2

1 − �R1/R2�2��1 − �r/R2�2

r/R2
� �1�

where Vg is the tangential gas velocity magnitude, R1 is the radius
of the inner rotating cylinder, R2 is the radius of the outer station-
ary cylinder, � is the rotational speed in rad/s, and r is the radial
coordinate. Physical properties of the oil �density �l, dynamic vis-
cosity �l, and surface tension �l� are computed as a function of oil
temperature using available data from the oil manufacturers as
described by Weinstock �3�.

As a typical 100–1000 �m drop moves through a gas, aerody-
namic forces cause it to distort. Larger, aerodynamically unstable
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drops eventually can deform into a thin liquid ellipsoid. This dis-
tortion significantly affects the drop’s drag coefficient and thus has
an important influence on the drop’s trajectory. In addition, suffi-
ciently high deformations can lead to a breakup of the parent drop
into many secondary droplets.

One of the earliest and most widely used drop deformation
models is the Taylor Analogy Breakup �TAB� model of O’Rourke
and Amsden �4� used in the KIVA hydrodynamics code �5�. The
model is based on an analogy between an oscillating and distort-
ing drop and a spring-mass system first suggested by Taylor �6�.
The drop deformation and breakup �DDB� model proposed by
Ibrahim et al. �7� is used in the present work. It is similar to the
TAB model but is formulated in terms of the motion of the center
of mass of the half-drop �the TAB model is formulated in terms of
the displacement of the drop’s equator�. It is assumed that that the
liquid drop is deformed due to a pure extensional flow from an
initial spherical shape of radius r into an oblate spheroid of an
ellipsoidal cross section with semimajor axis a and semiminor
axis b. Defining the dimensionless time t̄= tVr /r and center of
mass motion ȳc=yc /r, where Vr is the drop/gas relative velocity,
the dimensionless DDB equation can be written as follows:

� �l

�g
�d2ȳc

dt̄2
+ � 8

Re ȳc
2�� �l

�g
�dȳc

dt
+ �27

8

�2

We
�ȳc�1 − 2�3�

4
ȳc�−6�

= 3/8 �2�

where � is the fluid density, � is the fluid viscosity, and Re and
We are the Reynolds and Weber numbers based on the relative
velocity between the two fluids and the initial drop diameter:

We = �gVr
2d/�l Re = �gVrd/�g �3�

The initial conditions for the dimensionless form of the DDB
model are ȳc=4/ �3�� and dȳc /dt̄=0 at t̄=0. The authors also state
that the model is applicable to shear-type �typically at We�40�
deformation of spray drops in pure extensional flows.

Deformation of the drop has an important effect on its drag
coefficient. Usually, the drop drag coefficient is specified as a
function of the drop Reynolds number using a standard solid-
sphere correlation:

CD,S = 	 24

Re
�1 +

1

6
Re2/3� →Re � 1000

0.424 →Re � 1000

 �4�

Liu and Reitz �8� and Liu et al. �9� found that the drop drag
coefficient was related to the magnitude of the drop deformation
as follows:

CD = CD,S�1 + 2.632y1� �5�

where parameter y1 for the case of the DDB model is calculated as
proposed by Hwang et al. �10�:

y1 = min�1,�a/r − 1�� �6�

where a= �3� /4�yc is the semimajor axis of the deformed drop.
Equation �5� reflects the fact that the drag coefficient of a de-
formed drop should lie between that of rigid sphere and that of a
disk. Drag coefficients of a spherical drop and a disk are recov-
ered in the undistorted and fully distorted limits. In addition,
Hwang et al. proposed that the projected area of the drop based on
the semimajor axis, Ap=�a2, should be used in drag force calcu-
lations.

Figure 2 compares the TAB, DDB, and Clark’s �11� drop defor-
mation models, with the drop deformation a /r plotted versus the
dimensionless time t̄. The specific set of initial conditions was
chosen to match the figure presented by Ibrahim et al. �7�. All
integrations were performed using a fourth-order Runge–Kutta
scheme. It should be noted, however, that while drop deformation
curves obtained by using the TAB and Clark’s models match those
in Ref. �7�, results based on the DDB model do not. Pham �12�
reached a similar conclusion. It appears that, at least for the con-
ditions relevant to gas turbine oil systems, the TAB and DDB
models give similar results.

Sufficiently high drop deformations can lead to a breakup of the
parent drop into many secondary droplets. Several criteria have
been proposed to help determine the onset of breakup as well as to
characterize the size of the resulting secondary droplets. The issue
is additionally complicated by the fact that most of the previous
theoretical and experimental investigations focused on drop
breakup in uniform gas flows, which is not the case in the present
work. Some authors �4,13,14� proposed a time for the onset of
breakup in terms of a dimensionless breakup time, while others
�7,10� proposed a breakup criterion based on the drop deformation
a /r exceeding a critical value. All of the breakup criteria based on
the dimensionless breakup time were derived assuming uniform
gas flows; hence their applicability to the current work is limited.
Dai and Faeth �13� reported that drop deformations do not proceed
much higher than a /r=2 before breakup process takes over and
therefore this breakup criterion was chosen for the present work;
the same criterion was also used by Hwang et al. �10�. In order to
determine the size of the secondary droplets that are formed as a
result of a parent drop breakup, an expression proposed by
O’Rourke and Amsden in their TAB model �4� is used:

ds = 12�l/��gVr
2� �7�

where ds is the Sauter Mean Diameter �SMD� of the secondary
droplets.

Drop acceleration is integrated in time subject to aerodynamic
interactions, drop deformation, and drop breakup. A standard
three-dimensional cartesian coordinate system is used as shown in
Fig. 3. The z direction is along the shaft centerline from the front
toward the aft of the gas turbine engine, the y direction is verti-

Fig. 1 Schematic of the oil sump

Fig. 2 Comparison of various drop deformation models
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cally from bottom to top, and the x direction is to the right when
standing aft and looking forward. The shaft is rotating counter-
clockwise �aft looking forward� and the drop is assumed to sepa-
rate off the edge of the seal runner, which is located slightly above
the shaft. Weinstock �3� describes geometry generation and details
of the drop/wall impact checking logic. Using Newton’s second
law, drop’s equations of motion can be written in the following
form:

du

dt
= 3CD

�g

�l

a2

d3 �Vg − V��ug − u� �8�

dv
dt

= 3CD
�g

�l

a2

d3 �Vg − V��vg − v� − �g� �9�

dw

dt
= 3CD

�g

�l

a2

d3 �Vg − V��− w� �10�

where d is the original drop diameter, a is the semimajor axis of
the deformed drop, and u, v, w are the x, y, z components of the
velocity, respectively. Gas velocity magnitude is given by Eq. �1�
and drag coefficient by Eq. �5�. Notice that gas velocity is as-
sumed to have no axial component, therefore there is no wg term
in Eq. �10�. Equations �8�–�10� are solved simultaneously with the
drop deformation Eq. �2� by using a fourth-order Runge–Kutta
numerical integration scheme.

Drop/Wall Impact Model
A number of models were proposed and applied to study spray/

wall and drop/wall impact processes over the last decade �15–23�.
Most of these models were created to help better understand
spray/wall interactions that take place inside diesel and gasoline
engines. Until recently, various researchers’ approaches to solving
the drop/wall impact problem have been fairly inconsistent. Sev-
eral of the recently proposed models point to a more general
agreement; nevertheless, wall impact modeling remains a very
complicated problem and an active area of research. A brief sum-
mary is presented here while Weinstock �3� provides a more de-
tailed literature review.

Drop Impact Regimes and Splash Criterion. The collision of
a drop with a wall may result in several different regimes. At low
impact energy, the drop sticks to the wall; at slightly higher energy
levels, a rebound mode is encountered in which the drop bounces
off the surface. At higher impact energies, a spreading mode is
encountered and the drop forms a film on a dry wall or merges
with an existing film on a wet wall. At even higher impact ener-
gies, the drop will splash and atomize into smaller droplets. Gen-
erally, all four regimes can be observed when the wall temperature
is less than the boiling temperature of the liquid, which is always
the case in the present work. A good overview of the various
regimes and their dependence on wall temperature is given by Bai
and Gosman �16�. The existence of these regimes is governed by

a number of parameters which include liquid properties �density,
viscosity, surface tension�, drop properties at the moment of im-
pact �size, velocity, angle with respect to the wall�, and wall con-
ditions �temperature, surface roughness, liquid film thickness�.
The effect of some of these parameters on the process of drop
splashing was investigated in detail by Stow and Stainer �24�.
Many of the above parameters can be combined into Weber and
Reynolds numbers based on the normal component of the drop’s
velocity with respect to the wall, drop diameter, and liquid prop-
erties. The normal component of the drop’s impact velocity is
used because numerous previous experiments showed it to be
more important in predicting the outcome of a drop/wall collision
than the total magnitude of the impact velocity.

Wachters and Westerling �25� investigated the behavior of
drops impinging on very hot dry walls. Their experiments, as well
as those of others �26–28� showed that the first two impact re-
gimes, sticking and rebounding, occur at very low impact Weber
numbers, typically at We�10. Based on preliminary calculations
it was determined that splashing will be the primary regime of
interest in the present work because of high magnitude of the
drop’s normal velocity component at impact �on the order of
30 m/s� and relatively large drop diameters �hundreds of mi-
crons�. Therefore, drop sticking and rebounding regimes are ig-
nored in the present work, and all attention is focused on the
spread/splash transition criterion and modeling of the splashing
process.

Mundo et al. �29� investigated liquid spray drops impinging on
dry smooth and rough surfaces. The authors varied liquid proper-
ties, drop sizes, and impingement angles and velocities while also
measuring the sizes and velocities of the secondary droplets using
phase-Doppler particle analyzer �PDPA�. They found a correlation
for the onset of the splashing regime in terms of a certain dimen-
sionless parameter K:

K = We0.5 Re0.25 = 57.7 �11�

Values of K�57.7 lead to a complete deposition of the impinging
drop, while K�57.7 corresponds to drop splashing into many
secondary droplets. A larger value of the parameter K causes a
larger mass fraction of the impinging drop to be splashed. Size
and velocity distributions of the secondary droplets reported by
Mundo et al. in the form of probability density functions �pdf�
serve as a basis for several drop/wall impact models.

O’Rourke and Amsden �23� used the work of Mundo et al. �29�
and Yarin and Weiss �30� to come up with a slightly modified
splash criterion that is subsequently used in their drop/wall impact
model. The authors proposed that the splash criterion should de-
pend on the wall film thickness, thus requiring a modification of
Eq. �11�. They used theoretical justification given by Yarin and
Weiss in order to modify the Mundo splash criterion to account
for the presence of a liquid film. O’Rourke and Amsden splash
criterion is based on the impact parameter E exceeding a critical
value:

E2 = We/�min�h0/d,1� + 1/�Re� � �57.7�2 �12�

where h0 is the film thickness. Equation �12� is the splash criterion
used in the present work.

Impact Model Description. A recently developed impact
model of O’Rourke and Amsden �23� is used in the present work.
The model appears to combine the best available experimental
data with sound theoretical considerations and ease of implemen-
tation. Simulating a drop/wall impact consists of the following
steps. First, a single parent drop is tracked until it hits the wall. If
the impact is not energetic enough to cause a splash as determined
by Eq. �12�, it is assumed that the drop’s mass and preimpact
tangential momentum are transferred to the liquid film while the
normal component of the momentum is assumed to be completely
dissipated. Otherwise, secondary droplet properties are deter-
mined as a function of the impact parameter E and impact veloc-

Fig. 3 Cartesian coordinate system and sample drop
trajectory
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ity. All secondary droplets are then tracked separately in the same
manner as the parent drop until they hit the wall. Secondary drop-
let impacts are far less energetic and do not result in a splash, so
it is assumed that they simply merge with the liquid film and
transfer their tangential momentum upon impact. Parent drop im-
pact geometry is shown in Fig. 4.

Secondary droplet properties are chosen to conform to the ex-
perimental results �29,30� using an energy consistency result �23�
and splash direction results of Naber and Reitz �15�. The total
mass fraction of the secondary droplets ms /m is chosen to con-
form to the results of Yarin and Weiss �30�:

ms

m
= 1.8 	 10−4�E2 − Ecrit

2 � →E2 � 7500

0.75 →E2 � 7500
� �13�

where Ecrit=57.7 corresponds to the splashing threshold. With
known ms /m the mass and momentum additions to the liquid film
at the original impact point can be determined. For example, mo-
mentum added in the circumferential �
� direction along the grid
at a given grid point �i , j� closest to the impact location is given by

Mê

�i, j� = �1 − ms/m�m�V · ê
� �14�

where m and V are the mass and velocity of the parent drop at the
moment of impact.

Size distributions of the secondary droplets are reported by both
Mundo et al. �29� and Yarin and Weiss �30� in the form of prob-
ability density functions �pdf� of secondary droplet radius rs di-
vided by the parent drop radius r. O’Rourke and Amsden pro-
posed using a Nukiyama-Tanasawa size distribution �31� of the
form

pdf�rs� =
4

��

rs
2

rmax
3 exp�− � rs

rmax
�2� �15�

where rmax is the droplet radius at which the pdf achieves its
maximum value. The value of rmax/r is a function of E that
O’Rourke and Amsden approximate by the following expression:

rmax/r = max�Ecrit
2 /E2,6.4/We,0.06� �16�

The first argument in Eq. �16� approximates experimental results
of Mundo et al. who only reported size distributions near the
splashing threshold. The second argument limits the sizes of sec-
ondary droplets at high impact Weber numbers and is obtained
from an energy consistency requirement that the total energy of
the secondary droplets �including their surface energy� cannot ex-
ceed the incident drop energy �23�. Finally, the results of Mundo
et al. and Yarin and Weiss indicate that rmax/r is never less than

0.06, which is approximated by the third argument in Eq. �16�.
Usually the sizes of individual secondary droplets are deter-

mined by integrating Eq. �15� to obtain a cumulative probability
function �cpf�:

cpf�rs� =
− 2
��

rs

rmax
exp�− � rs

rmax
�2� + erf� rs

rmax
� �17�

where erf is the error function. Figure 5 depicts typical pdf and
cpf functions for the distribution chosen. Secondary droplet sizes
could then be computed by selecting a random number p from the
interval �0,1� and rs is chosen such that cpf�rs�= p.

Using the above approach in the present work, however, results
in a problem: if the size of a particular secondary droplet is too
small, then there exists a possibility that the droplet will be
trapped by the rotating airflow and will continue moving along
with it indefinitely without neither hitting the wall nor traveling
outside the computational domain. To avoid this difficulty, a dif-
ferent approach is used: all secondary droplets are replaced with
the same number of droplets of identical size equal to the distri-
bution’s Sauter Mean Diameter �SMD� or d32:

d32,s = 2��
rs,min

rs,max

rs
3 pdf�rs�drs����

rs,min

rs,max

rs
2 pdf�rs�drs�

�18�

where rs,min and rs,max define the interval of pdf secondary droplet
radii over which the integral is being evaluated. Knowing d32,s
allows determination of the total number of secondary droplets
formed after impact Ns= �ms /m� �d /d32,s�3 from mass conserva-
tion. The actual number of secondary droplets simulated during
impact event, Nsim, is a user input. All results are later adjusted for
the actual number of secondary droplets formed after impact. This
is done in order to have statistically representative results even in
the event the number of actual secondary droplets is small and to
simulate the average of a large number of parent drop impacts. A
value for Nsim is recommended after each time the model is run
using a statistical analysis of secondary droplet impact properties
that relies on confidence-interval approach �3�. Typical values of
Nsim used in the present work are in the range of 500–1000.

Secondary droplet velocity distributions were reported by
Mundo et al. �29�. O’Rourke and Amsden approximate the ob-
served distributions by choosing secondary droplet velocities Vs
according to the following expression:

Vs = �− w̄�ên + �0.12�V · ên� + v̄���cos �̄�êt + �sin �̄�êp�

+ �0.8�V · êt��êt, �19�

where êp= �−ên�	 êt, V is the parent drop impact velocity, and w̄,

v̄, and �̄ are random variables chosen as follows. Quantity w̄ is the
normal component of the secondary droplet velocity and is chosen
from the Nukiyama–Tanasawa distribution:

Fig. 4 Parent drop impact geometry

Fig. 5 Typical secondary droplet size distributions
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pdf�w̄� =
4

��

w̄2

w̄max
3 exp�− � w̄

w̄max
�2� �20�

where w̄max=0.2�V · ên�. Quantity v̄ is the fluctuating component
of the secondary droplet tangential velocity chosen from the
Gaussian distribution:

pdf�v̄� =
1

�2��2
exp�−

v̄2

2�2� �21�

where �=0.1 �V · ên�. The final random variable, �̄, represents the
angle that the fluctuating tangential velocity makes with the vector
êt in the plane of the wall. It takes on values in the interval
�−� ,�� and is chosen according to the distribution suggested by
Naber and Reitz �15�:

pdf��̄� =


2��e − 1�
exp��1 −

��̄�
�
�� �22�

where �0 is a parameter related to the drop/wall impact angle
� �measured with respect to ên� by the following expression:

sin � = � e + 1

e − 1
�� 1

1 + ��/�2� �23�

Expression for the cumulative probability function of �̄ cannot be

obtained analytically because of the ��̄� term in Eq. �22�, so cu-
mulative trapezoidal numerical integration is employed instead,
while Eq. �23� is solved for  iteratively by using Newton’s
method.

Secondary Droplet Tracking. Secondary droplet tracking is
analogous to tracking of parent drops using the droplet size and
velocity distribution functions as initial conditions for the simula-
tion. Parent drop impact point is assumed to be the launch point
for secondary droplets. The drop breakup model is disabled during
secondary droplet tracking because the droplets are not expected
to breakup due to their already small size. Drop deformation
model can be either enabled or disabled depending on the options
set by the user. Secondary droplet impacts with the wall are not
energetic enough to cause a splash, thus it is assumed that droplets
simply merge with the liquid film at the wall. Droplet tangential
momentum is transferred to the film while the normal momentum
is assumed to be completely dissipated. Mass and momentum ad-
ditions at the impact grid points are determined in a manner simi-
lar to that of the parent drop �Eq. �14�� but adjusted for the actual
number of secondary droplets formed after impact versus the
number being simulated.

Finally, a major output of the impact simulation is a measure of
how much momentum is transferred to the liquid film at the outer
wall as a result of both parent and secondary droplet impacts. For
the purposes of this work, it has been decided to use the initial
momentum of the parent drop when it leaves the seal runner as a
reference. Momentum transferred to the liquid film in the circum-
ferential direction along the grid is used for comparison because it
is larger in magnitude and is more significant than the grid-axial
momentum. The degree of momentum transfer to the liquid film is
measured by an efficiency � defined as follows:

� = � �
i=1

i max

�
j=1

j max

Mê

�i, j��� Ndrops

m0�V0�� �24�

where m0 and �V0� are the initial mass and velocity of the parent
drop as it leaves the seal runner, and Ndrops accounts for the fact
that the original parent drop can break up in flight prior to hitting
the wall, resulting in several “miniparent” drop impacts. Physi-
cally, the momentum transfer efficiency measures the drop mo-
mentum losses due to drag, secondary atomization events and wall
collisions. If the bearing chamber annulus is large, drops will
decelerate significantly and may break up in flight. If secondary

atomization does occur, then aerodynamic drag becomes even
more important for these smaller droplets. The resultant momen-
tum transfer efficiency permits designers to estimate the remain-
ing momentum/velocity in the film formed on the outer sump
wall.

Extension of a Single Drop Impact Simulation. All of the
preceding discussion centered on predicting the outcome of a
single parent drop impact at a given point on the outer wall. In a
practical situation such as that found inside a gas turbine engine
sump, it is necessary to extend the results of a single drop impact
in order to match the total oil mass flow rate. Central to this effort
is the assumption that all drops contained in a given mass flow
rate will undergo identical impacts uniformly spaced along the
circumferential �
� direction. If this approach is extended and it is
assumed that there is at least one parent drop that impinges at
every grid point along the 
 direction, then calculating the total
mass deposited at a given point �i , j� adjusted for the effect of
neighboring drop impacts simply amounts to integrating the re-
sults of a single drop impact along the 
 direction at a fixed axial
location �Fig. 6� and then assigning this value to all grid points
with the same axial location. Lastly, the results need to be multi-
plied by a correction factor that specifies how many parent drops
will impact at each 
 location per unit time, adjusted for the pos-
sibility of in-flight breakup, in order to match the total mass flow
rate. The procedure for determining momentum addition per unit
time is analogous.

Other values of interest include the mass and momentum addi-
tion fluxes. Therefore, it becomes necessary to determine the area
of the outer wall that should be used in the flux calculation. Only
the area affected by droplet impacts is used in computing the mass
and momentum fluxes. Specifically, the area of a grid cell is added
to the total flux area if the total mass deposited at all grid cells
with the same axial location exceeds one percent of the total mass
flow rate. Mass flux is calculated as follows:

mflux = � �
i=1

i max

�
j=1

j max

ṁtot�i, j��� Aflux, �25�

where Aflux is the outer wall area affected by droplet impacts and
ṁtot�i , j� is the total mass addition per unit time at a given grid
point. The procedure for determining momentum fluxes in the
grid-circumferential and grid-axial directions is analogous.

Results and Discussion
Drop tracking and impact simulations were conducted for a

variety of initial conditions. Most of the attention was focused on

Fig. 6 Typical mass distribution following a single parent drop
impact at a fixed axial distance
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the baseline case that closely resembles the geometry and operat-
ing conditions found in the Rolls-Royce AE3007 gas turbine en-
gine. In addition, parametric studies were conducted that investi-
gated the effect of changing specific parameters on overall results.

Baseline Case. Initial conditions for the baseline case are in-
tended to match the conditions inside the Rolls-Royce AE3007
turbine engine center oil sump. Table 1 shows a detailed list of all
initial conditions for the baseline case. Most of the values in Table
1 come from known engine operating conditions and physical
characteristics of the center oil sump. Parent drop initial diameter
and velocity components are assumed to be the same as the prop-
erties of the liquid film at the edge of the rotating seal runner.
Shimo �2� developed a detailed model of film behavior from the
moment of injection to the point of separation from the edge of
the seal runner concurrently with the present work. It should be
noted, however, that at the time of this writing there still was a
general lack of experimental data to help validate the initial con-
ditions and/or the results presented here.

Although the code contains provisions for handling in-flight
parent drop breakup, it was decided to disable this feature in the
present work. This was dictated by the fact that in the baseline
case drop deformation never reaches the breakup criterion of
a /r=2 as will be shown shortly. In some of the parametric studies
it is possible that the breakup criterion is reached; however, be-
cause of the extremely short time scales, it is argued that the drop
breakup process still will not be complete by the time parent drop
impacts the outer sump wall. For the baseline case it takes slightly
less than 1 ms for the parent drop to reach the outer sump wall. In
addition, having the breakup feature turned off allows for a better
comparison with the baseline case where drop breakup does not
occur. Secondary droplets that are formed after parent drop im-
pacts the outer sump wall experience much less deformation be-
cause of their smaller size and therefore the breakup model is
always disabled during secondary droplet tracking regardless of
whether or not it is used to track the parent drop.

Figures 7–9 show parent drop tracking results for the baseline
case. In order to conserve space and ease comparison, parent drop
tracking results are shown for a range of possible drop sizes:
100 �m, 400 �m, 700 �m, and 1000 �m. Figure 7 shows a sim-
plified two-dimensional view with outlines of the shaft and the
outer sump wall. Note that since parent drop separates off the
edge of the rotating seal runner, its starting radial position is
slightly larger than shaft radius R1. For complex outer wall ge-
ometry, wall radius R2 is taken as being equal to the wall radius in
the middle of the grid. It is these values of R1 and R2 that are
used to compute the gas velocity. From Fig. 7 it is clear that
parent drops travel in virtually straight lines. The trajectory of the
100 �m drop is more affected by interactions with the gas be-
cause of the drop’s smaller mass and thus larger acceleration.

Figure 8 shows velocity, radial distance, and relative Weber
number histories of the parent drops. Again, velocity and position

histories of the larger drops are nearly identical, and only the
results for the 100 �m drop continue to stand slightly apart from
the rest. An interesting insight can be gained from the relative
velocity history plot: initially, the magnitude of the relative veloc-
ity is low because both the drop and the gas have fairly high
velocities near the shaft that are roughly in the same direction. As
the drop travels farther away from the shaft, gas velocity magni-
tude decreases much more rapidly than that of the drop, and there-
fore the relative velocity of the drop with respect to the gas con-
tinuously increases. Weber number histories are very different for
all drops because the Weber number directly depends on drop
size.

Drop deformation histories are shown in Fig. 9. None of the
drops reach the breakup criterion of a /r=2 before impacting the

Table 1 Initial conditions for the baseline case

Grid size �i max	 j max� 15	101
Shaft radius R1 �m� 0.060
Sump wall to shaft radius ratio R2/R1 1.43
Shaft rotational speed � �RPM� 15 000
Oil mass �volume� flow rate �kg/s� �gal/min� 0.0211 �0.35�
Gas pressure �kPa� 101.3 �1 atm�
Liquid and gas temperature �°C� �°F� 82.2 �180�
Sump wall oil film thickness ��m� 1000
Initial parent drop diameter ��m� 700
Initial parent drop velocity �m/s� u=−60, �=0, w=15
Initial parent drop position �m� x=0, y=0.065, z=0
Parent drop tracking time step �s� 1.0	10−5

Secondary droplet tracking time step �s� 1.0	10−5

Number of secondary droplets simulated 1000

Fig. 7 Parent drop trajectories „baseline case…

Fig. 8 Parent drop trajectory details „baseline case…

Fig. 9 Parent drop deformation histories „baseline case…
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wall. The smaller 100 �m drop remains virtually undeformed
throughout. Larger drops are much more easily deformed and thus
show the importance of including the drop deformation model in
the calculations, even though its effects in the baseline case are
probably small because of extremely short flight times. The oscil-
lations are present because the drop deformation model is based
on an analogy between an oscillating and distorting drop and a
spring-mass system.

Results of the parent drop impact with the outer sump wall for
the baseline case are shown in Figs. 10–13. These results are for
the impact of a 700 �m parent drop only as it is difficult to show
the results for multiple drop sizes on the same plot as was done
with parent drop trajectories. The results of the impact simulation
are summarized in Table 2. Only 55% of the parent drop’s initial

momentum �when it separates from the edge of the seal runner� is
eventually transferred to the liquid film at the outer sump wall in
the grid-circumferential direction.

Figure 10 shows the trajectories of all secondary droplets that
were formed after impact. Dark lines show droplets that traveled
outside the computational domain and are considered lost. Figure
11 shows a mass distribution footprint. Large arrow near the origi-
nal impact point indicates the direction in which the parent drop
struck the wall. It should be noted that 25% of the parent drop’s
mass �or 0.25 on a fractional basis� is deposited at the original
impact point; however, in order to resolve the fine details in the
footprint it was necessary to modify the color scale and restrict it
to the range of 0–0.12.

Figure 12 shows the same mass distribution footprint as in Fig.
11, only in a 2D projection. Also shown are the tangential mo-
mentum distribution footprints in both 
 and � directions as well
as their combined magnitude. Similarly to Fig. 11, all color scales
were adjusted in order to resolve fine details in the footprints.
Momentum distribution is shown as a fraction of the parent drop’s
initial momentum.

Results of extending a single drop impact simulation in order to
match the total oil mass flow rate are shown in Fig. 13. Overlap-
ping footprints of individual drop impacts create continuous bands
of constant mass addition around the circumference of the sump.
The location of parent drop impacts clearly stands out as a thin
band in the middle of Fig. 13. The largest amount of mass addi-
tion, however, takes place at a location where the curvature of the
sump changes abruptly, thus creating a barrier for many secondary
droplets that would have otherwise impacted at some other loca-
tion further away from the original impact point. This effect is
clearly a result of the specific geometry considered in the present

Fig. 10 Secondary droplet trajectories as a result of a 700 �m
parent drop impact „baseline case…

Fig. 11 Mass distribution following a 700 �m parent drop im-
pact as a fraction of the parent drop mass

Fig. 12 Mass and momentum distributions following a 700 �m
parent drop impact. Mass and momentum values are shown as
a fraction of the parent drop mass and momentum when it
leaves the seal runner.

Fig. 13 Extension of single drop impact results: mass distri-
bution around the circumference of the sump at a fixed axial
location as percentage of the total mass flow rate

Table 2 Results of a 700 �m parent drop impact simulation
„baseline case…

Drop velocity magnitude at impact �m/s� 60.6
Impact angle � �deg� 50.5
Impact Weber number 32 881
Impact Reynolds number 3 671
Impact parameter E 179.9
Splashed mass fraction ms /m 0.75
Number of secondary droplets formed 202
Secondary droplet d32 ��m� 108
Amount of secondary droplets lost outside the domain
�%�

0.5

Total outer sump wall area �m2� 0.0211
Sump wall area used for flux calculations �m2� 0.0091
Average mass flux �kg/ �m2 s�� 2.32
Average 
 momentum flux �kg/ �m s2�� 79.9
Average � momentum flux �kg/ �m s2�� 16.3
Momentum transfer efficiency � �%� 55.6
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work.
Concluding the description of the baseline case is Fig. 14 that

shows how the most important impact simulation results �number
of secondary droplets formed after impact Ns and momentum
transfer efficiency �� change as a function of the parent drop size.
Larger parent drops result in more violent wall impacts and there-
fore more secondary droplets. However, parent drop size seems to
have very little effect on � except for the 100 �m drop which
does not splash at all and thus has by far the highest momentum
transfer efficiency.

Parametric Studies. Several parametric studies were per-
formed to find out how the number of secondary droplets Ns and
momentum transfer efficiency � are affected by the changes in the
radius ratio R2/R1, shaft rotational speed, temperature, pressure,
and liquid film thickness. All of these studies utilized a simple
cylinder instead of the geometry used for the baseline case in
order to make the results more general. Cylinder radius R2 was
chosen such that the sump wall to shaft radius ratio R2/R1 was
the same as for the baseline case �except, of course, for the radius
ratio parametric study where R2/R1 was allowed to vary by
changing R2�. Cylinder length in the axial direction was chosen to
be 0.15 m—long enough to make sure that none of the secondary
droplets travel outside the computational domain. Other than the
geometry and the parameter being varied, all other initial condi-
tions were exactly the same as for the baseline case �see Table 1�.

Changing the radius ratio has a dramatic effect as shown in Fig.
15. Increasing the radius ratio increases the time that the drop is
subject to aerodynamic drag forces that tend to slow it down.

Slower-moving parent drops cause � to decrease. Normally this
would also lead to less energetic impacts, but there is another
factor that comes into play: impact angle � that decreases with
increasing radius ratio �see Fig. 15�. This means that parent drops
impact the wall at angles that are increasingly closer to being
normal to the surface, thus increasing the normal component of
the drop’s velocity at impact and resulting in more energetic im-
pacts. The effects of slower-moving parent drops and decreasing
� compete with each other and thus explain why the number of
secondary droplets formed after impact does not correlate easily
with changes in the radius ratio.

Figure 16 shows the effect of changes in the shaft rotational
speed. Two cases were investigated: one where the initial drop
velocity was held constant at the values shown in Table 1, and one
where the circumferential component of the initial drop velocity
was scaled with shaft speed.

Solid lines in Fig. 16 correspond to the case of constant drop
initial velocity. Increasing the shaft rotational speed decreases the
amount of time that the parent drop is exposed to high relative
Weber numbers because gas velocity magnitude remains high at a
farther distance away from the shaft, lowering the drop-gas rela-
tive velocity. Lower relative velocities and Weber numbers mean
the drop is not decelerated as much resulting in more violent
impacts and a higher number of secondary droplets. The fact that
� increases steadily with shaft speed is also due to smaller parent
drop and secondary droplet deceleration. Changes in � of only
�6% for this case result from extremely short drop flight times—
there simply is not enough time for aerodynamic forces to appre-
ciably change drop trajectories as the shaft speed is varied at these
conditions.

Dashed lines in Fig. 16 correspond to the case where drop
initial velocity is scaled with shaft speed. At shaft speeds below
5000 rpm drop impact velocity is so low that it does not have
enough energy to splash and simply merges with the liquid film at
the wall, which results in the highest momentum transfer effi-
ciency. As the shaft speed increases, so do drop initial as well as
impact velocities, resulting in progressively more energetic im-
pacts and exponentially rising number of secondary droplets. At
high shaft speeds secondary droplets become very small, which
makes them more easily influenced by aerodynamic deceleration
and results in lower �. Overall, the transfer efficiencies for this
case are of similar magnitude to those in the constant drop veloc-
ity case �solid lines in Fig. 16�.

Figure 17 shows the effect of changes in the temperature. In the
present work it is assumed that both air and oil have identical
temperatures. The number of secondary droplets seems to increase
linearly with temperature while � decreases almost linearly. It is
difficult to single out a reason for this behavior because the tem-
perature affects several parameters simultaneously: increase in
temperature decreases oil viscosity, surface tension, and density
while increasing viscosity of the air. However, it seems that the
parent drop trajectory is virtually unaffected by the temperature:
the changes in the results come in because of the difference in
impact parameter E which depends on the Weber and Reynolds
numbers and, therefore, liquid surface tension and viscosity. Pa-

Fig. 14 Effect of parent drop size on impact results „baseline
case…

Fig. 15 Results of the radius ratio parametric study: number
of secondary droplets, momentum transfer efficiency, impact
angle and the magnitude of impact velocity

Fig. 16 Results of the shaft speed parametric study

170 / Vol. 128, JANUARY 2006 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



rameter E increases with increased temperature resulting in more
secondary droplets being formed. At the same time, � decreases
because a larger number of secondary droplets means they are
smaller in size and thus are more easily decelerated by the almost
stagnant air near the outer sump wall.

Effects of air pressure variations are also shown in Fig. 17.
Increase in pressure causes an immediate increase in air density
and consequently the aerodynamic drag forces acting on the drop.
Parent drops are more rapidly decelerated and result in less violent
impacts, smaller number of secondary droplets, and smaller mo-
mentum transfer efficiency. At higher pressures the possibility of
in-flight drop breakup rapidly increases even with short flight
times and potentially could be an important factor to investigate in
future studies.

Finally, Fig. 18 shows the effect of changes in the thickness of
the liquid film that covers the outer sump wall. As the film thick-
ness decreases, impact parameter E increases and in the limit ap-
proaches the dry-wall splash criterion of Mundo et al. �Eq. �11��.
Film thickness of less than 400 �m has no effect on impact results
because the size distribution of secondary droplets stops
varying—it becomes limited by the third argument of Eq. �16�,
which is constant. Because of the assumption that film thicknesses
larger than the impacting drop’s diameter do not affect the splash
event �23�, the results for film thicknesses greater than 700 �m
are also constant. Between 400 �m and 700 �m the increasingly
higher film thickness dampens the splash event resulting in
smaller number of secondary droplets and higher momentum
transfer efficiency.

Conclusions
A computational preliminary design tool has been developed to

help simulate the processes that take place in an oil sump of a gas
turbine engine based on the best available knowledge in the areas
of drop tracking, deformation, breakup, and drop/wall interac-
tions. Results for the baseline case that attempts to replicate the
conditions found the center oil sump of the Rolls-Royce AE3007
turbofan indicate that only about half of the oil drop’s initial mo-
mentum �when it leaves the edge of the rotating seal runner� is
eventually transferred to the liquid film at the outer sump wall. In
addition, the drops do not reach high enough deformations to
order to initiate the in-flight breakup process due to aerodynamic
forces. Initial drop size has a very small effect on the amount of
momentum eventually transferred to the liquid film at the wall
except for the smallest of drops �less than 100 �m in diameter�
that do not have enough energy to splash and simply merge with
the liquid film upon impact, resulting in significantly higher mo-
mentum transfer efficiency �the fraction of the drop momentum
transferred to the wall film�. Because of the high initial axial
velocity component of the parent drops it appears that none of
them interact with the secondary droplets from earlier impacts.

Parametric studies indicate that the sump wall-to-shaft radius
ratio and air pressure have the largest effect on the momentum
transfer efficiency. Increasing both radius ratio and air pressure
results in significantly lower amount of momentum transfer to the
film due to deceleration of parent drops by aerodynamic drag
forces.

In the shaft speed parametric study, momentum transfer effi-
ciency was analyzed for two cases: �i� a constant drop speed from
the baseline conditions; �ii� a variable drop speed that increased
with shaft speed. Results from both cases showed different trends,
but gave comparable transfer efficiencies in the 45%–60% range.
This insensitivity demonstrates the utility in using the transfer
efficiency parameter. Changes in temperature have very small ef-
fect on the amount of momentum transfer and this effect can be
ignored for most practical purposes.

Changes in the thickness of the liquid film do not affect the
amount of momentum transfer if the thickness is higher than the
impacting drop’s diameter or lower than about half of the impact-
ing drop’s diameter. When the film thickness is 50%–100% of the
drop’s diameter, the momentum transfer efficiency increases with
increasing film thickness.

One of the problems with efficient scavenging of oil out of the
sump is a result of high velocity of the liquid film on the outer
sump wall that causes the oil to skip past the drain location. Based
on the results from the present work it appears that the best way to
slow the oil film down is to move the outer sump wall farther out
�increasing the radius ratio� and/or to increase the air pressure
inside the sump. However, both solutions may be difficult to
implement. Increasing the radius ratio means that the area of the
outer sump wall is increased thus potentially requiring a larger
amount of oil flow for adequate cooling. Increasing the pressure
means higher leakage rates through engine seals, which in turn
can affect the overall engine efficiency. Nevertheless, with the
help of the computational tool developed in the present work it
becomes possible to predict the changes in oil film behavior as a
result of design modifications without having to rely purely on
experimental data or guess work.

Nomenclature
CD � drag coefficient

E � impact parameter
M � momentum
Re � Reynolds number

R1, R2 � radii of the shaft and sump outer wall,
respectively

V � velocity
We � Weber number

Fig. 17 Results of the bearing chamber temperature and pres-
sure parametric study

Fig. 18 Results of the sump wall film thickness parametric
study
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d � drop diameter
d32 � drop Sauter Mean Diameter �SMD�

ên, êt � unit vectors in the wall-normal and tangential
directions

ê�, ê
 � unit vectors in the grid-axial and circumferen-
tial directions

g � gravitational acceleration
h0 � liquid film thickness
m � mass
r � drop radius, or radial coordinate
t � time

u, v, w � velocity components in x, y, and z directions
v̄, w̄ � fluctuating tangential and normal velocity com-

ponents of the secondary droplet
x, y, z � Cartesian coordinates

yc � distance to the center of mass of upper-half of
distorted drop from its equator

Greek Symbols
� � drop/wall impact angle with respect to ên
� � momentum transfer efficiency
� � axial direction along the grid

 � circumferential direction along the grid
� � dynamic viscosity
� � density
� � surface tension
� � shaft rotational speed

�̄ � angle of the secondary droplet’s fluctuating
tangential velocity component in the plane of
the wall

Subscripts
� �r � relative gas/liquid conditions
� �g � gas
� �l � liquid
� �s � secondary
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A Continuum Damage Mechanics
Model on Creep Rupture Life
Assessment of a Steam Turbine
Rotor
A nonlinear continuum damage mechanics model is proposed to assess the high tempera-
ture creep life of a steam turbine rotor, in which the effect of mean stress is taken into
account and the damage is accumulated nonlinearly. The model is applied to a 300 MW
steam turbine under hot start operation. The results are compared with those from the
linear accumulation theory that is dominant in the creep life assessment of steam turbine
rotors at present. The comparison results show that the nonlinear continuum damage
mechanics model describes the accumulation and development of damage better than the
linear accumulation theory. �DOI: 10.1115/1.1924483�

1 Introduction
The development of modern industry require the parts of steam

turbine to operate in higher temperature and under heavier work-
ing loads. Much concern has been paid on the creep damage be-
havior and the failure mechanism. At present, the linear damage
accumulation �LDA� theory is widely used in the creep life as-
sessment of steam turbine parts. As it contains uniaxial assump-
tions, the effect of multiaxial stress is ignored and the damage
accumulation calculation is rather crude. The predicted results are
usually quite different from practice. The continuum damage me-
chanics �CDM� developed in the past decades has not only a
stronger theoretical foundation but also is a better method than
LDA. It has been used successfully in many engineering fields
such as creep, fatigue, ductile fracture and composite failure
�1–3�.

Being an important part of the steam turbine, the rotor operates
in high temperature and high-pressure environment. Creep dam-
age plays an important role in the rotor damage. Generally the low
cycle fatigue wears off approximately seventy percent of the life
of the rotor and creep accounts for the remaining thirty percent
�6�. Therefore, the high temperature creep damage must be exam-
ined carefully in the fatigue design and the life prediction of steam
turbine rotors.

In this paper, the transient temperature and the stress field of a
300 MW steam turbine rotor are investigated. The nonlinear CDM
model is employed to predict the creep life of the steam turbine
rotor and the results are compared with those from LDA theory.
Finally, the advantages of the nonlinear CDM model are dis-
cussed.

2 Theoretical Model

2.1 Linear Damage Accumulation Theory. At present, the
LDA theory is mainly used in the creep life assessment of steam
turbine parts. The damage accumulation is considered as a linear
process. The structure fails as the damage amounts to 1. It can be
expressed as follows

�t1

tr1
+

�t2

tr2
+ ¯ +

�ti

tri
= 1 �1�

The creep damage is generally defined as

D =
�t

tr
�2�

The creep life, tr, can be obtained from following equation

tr = ��eq

A
�B

�3�

the A, B are material constants.
The LDA theory is based on the following assumptions:

�1� For any stress level, at the beginning or at the end, each
creep process leads to the same damage.

�2� Loading sequence does not affect life prediction.

The above theory is based on the tests of uniaxially loaded speci-
mens. It may lead to a satisfying life prediction for a uniaxial
loaded component. The majority of components and structures in
service, however, are generally subjected to multiaxial loading
conditions resulting in biaxial–triaxial states of stress. Pressure
vessels, turbine blades, and turbine rotor are common examples.
Therefore, the life prediction for these components from LDA
often deviate largely from practice. To predict creep life of such
components and structures using laboratory test data, a suitable
multiaxial creep theory or criterion is required in order to relate
complex multiaxial stress states to laboratory test data.

2.2 Continuum Damage Mechanics Theory. For a nominal
stress of �, �1,4� the damage parameter D is zero for material
containing no cracks and unity when rupture takes place. Also
� / �1−D� is the “effective” stress, takes into account the weakness
of the material due to the presence of voids or micro-cracks. From
a thermodynamic point of view, D is an internal variable of an
irreversible damage process. Generally, a creep process includes
three stages, in the first stage the strain rate reduces with the time
elapsing; in the second stage, creep develops stably and the strain
rate is nearly a constant; in the third stage, creep develops quickly.
Many tests demonstrate that creep damage takes place mainly in
the third stage of creep. If �̇P

* is the strain rate in the second stage
of creep and �̇P is the strain rate of tertiary stage, then the creep
damage can be defined as follows:
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D = 1 − � �̇P
*

�̇P
�1/n

�4�

n is a material constant related to temperature. From a uniaxial
stress-controlled creep test, the strain rates of the second stage and
the third stage of creep can be obtained and the damage at any
time of the third creep stage can be obtained by Eq. �4�. Many
tests have proved that the creep strain always increases with the
time elapsing. The strain rate is positive in all the creep stages,
and the strain rate of the first stage is always greater than the
strain rate of second stage. Therefore, the ratio of the two strain
rates in Eq. �4� is positive, and D is less 1. Damage may also be
related to the variation in density, resistivity, or other material
properties.

The equation of damage evolution of inter-granular creep
cracking based on thermodynamic principles has been proposed
by Lemaitre �1,4� who took into account the effects of nonlinear
damage accumulation and multi-axial stress

dD =
RV

�1 − D����eq

�
�r

dt �5�

Where RV is the triaxial coefficient and is expressed as

RV =
2

3
�1 + v� + 3�1 − 2v�� �H

�eq
�2

�6�

and

�eq = �3

2
SijSij�1/2

, Sij = �ij − �H�ij, �H =
1

3
�kk

�, �, and r are material constants adjusted to fit the experimental
result. In Eq. �5�, the mean stress �H is related and the effects of
mutilaxial stress state are considered. Let t=0 and D=0, integrat-
ing equation �5�, then it can be obtained that

D = 1 − �1 − RV�1 + ����eq

�
�r

t�1/1+�

�7�

Under uniaxial load, the Rv=1, and Eq. �3� becomes

D = 1 − �1 − �1 + ����eq

�
�r

t�1/1+�

�8�

Let t= tr and D=1, from Eq. �7�, it can be obtained that

tr =
1

RV�� + 1�
��eq

�
�−r

�9�

Under uniaxial load, RV=1, then

tr =
1

� + 1
��eq

�
�−r

�10�

Substituting Eq. �9� into Eq. �7�, the general damage form is

D = 1 − �1 −
t

tr
�1/1+�

�11�

Notice that in the present continuum damage model, the damage
accumulates nonlinearly and the triaxiality is included, which can
reflect the effects of multiaxial stress.

The material constants �, �, and r in the above equations can
be obtained by a uni-axial stress-controlled creep test. Via the
creep test, the creep life equation �3� can be achieved. Substituting
it into Eq. �10�, it can be deduced that r=−B and

A−B = 1/�1 + �� · �−B �12�

Via the �̇P
* and �̇p obtained by a creep test and using Eq. �4�, the

damage can be determined. Using the damage and the tr from the
creep test, and Eq. �11�, the parameter � can be determined. Take
it into Eq. �12�, the � can then be calculated.

In theory, the structure fails when damage amounts to 1, i.e., the
critical damage Dr=1. However, tests show that when damage is

still at a low value, cracks have initiated and the structure will
fracture in very less cycles. Therefore, in CDM, the critical dam-
age is not set to 1. Many tests show show that 0.2�Dr�0.8. It
can be obtained by uniaxial tension tests as follows �3�

Dr = 1 − �r/�2EYr �13�

where �r and Yr are the critical stress and critical release rate of
strain energy when structure rupture.

3 Temperature and Stress Field Analysis of a 300 MW
Steam Turbine Rotor

In the control stage and first compressor stage of the High-
Pressure �HP� rotor of a 300 MW steam turbine, the temperature
and pressure of the steam are much higher than other areas and
creep usually occurs. Therefore, the creep life of a turbine de-
pends mainly on the damage evolution in these stages. In this
paper, the transient temperature field and the thermal stress field
under a start operation are calculated by the finite element soft-
ware ADINA. The finite element model is shown in Fig. 1. The
start curves are shown in Fig. 2 �5�.

In the calculation all related parameters are considered as func-
tions of time and temperature, they are given in Table 1. The
convection coefficients adopted in the analysis is given in Eqs.
�14� and �15� �6�. The convection coefficients on the surface of
shaft are

Nu = 0.1 Re0.68

Re = uR/v

� = Nu	/r �14�

The convection coefficients on the surface of impeller

Fig. 1 Finite element mesh of high pressure rotor of 300 MW
steam turbine

Fig. 2 Start operation curves †5‡
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�
Nu = 0.675 Re0.5 �Re � 2.4 
 105�
Nu = 0.0217 Re0.8 �Re � 2.4 
 105�
Re = �R2/v

� = Nu	/R

�15�

In the analysis, the centrifugal force of the rotor is also taken into
account.

As the load of the steam turbine nearly reach the maximum
rating, the steam temperature also nearly reaches the rated value.
The creep usually comes into function at this time. The maximum
stress and temperature of the rotor at the rated load are given in
Table 2. The corresponding temperature field and effective stress
field are shown in Figs. 3 and 4.

4 Damage and Life Analysis and Model Comparison
The traditional creep life prediction equation of 30Cr1Mo1V

rotor steel at 530°C is given by �8�:

tr = � �eq

381.6
�−8.596

�16�

In terms of the CDM theory �Sec. 2� and the test data from Ref.
�8�, the multiaxial creep life prediction equation of 30Cr1Mo1V
rotor steel at 530°C is written as

tr =
1

RV · 7.02
� �eq

478.8
�−8.596

�17�

under uni-axial load, RV=1, then Eq. �17� becomes

tr =
1

7.02
� �eq

478.8
�−8.596

�18�

The damage evolution model can be written as

D = 1 − �1 −
t

tr
�0.1423

�19�

In terms of the stress-controlled creep test data and the definition
of damage by Eq. �4�, the experimental damage evolution process
can be obtained and it is shown in Fig. 5. The damage evolutions
obtained from LDA by Eq. �2� and CDM by Eq. �19� are also
presented in Fig. 5. It demonstrates that the above CDM model
fits very well with the uniaxial creep test data. Although the life
prediction from LDA �the dashed line result in Fig. 5� is coincide
with the test data in uniaxial loading condition, the description for
damage evolution is rather coarse and deviates from the test data
greatly. The test data also shows that for a same load, damage
does not develop with a same speed in the creep process, which is
not like that described by LDA. It can be observed that damage
develops slowly at the beginning of the creep process, however,
quickly at the end. For a multistage load process, it means that
load sequence may affect the damage evolution in some extent,
which has been proved by many experiments �2,3�. However, the
CDM model can describe this mechanism reasonably. It can be
illustrated by Fig. 6: For a two stage loading process, if stress �1
and �2 all function as long as �t, then there are two possible
cases: �1� �1 loads firstly and then �2 follows; �2� �2 loads firstly
and then �1 follows. For case �1�, after �1 loading as long as �t,
damage develops from zero to point 1 along the Curve. 1 and the
corresponding damage value is D1 �see Fig. 6�. At this time, �2
comes to load, the damage develops from points 2 to 3 along the
Curve 2 and the final damage corresponding point 3 is D2 �shown
in Fig. 6�; For case �2�, �2 loads firstly and the damage changes

Table 1 Parameters at several temperatures

Temperature �°C� 100 200 300 400 500 600

Specific heat �J/kg·°C� 487.4 507.6 565.2 622.8 669.6 716.4
Dilation coefficient �10−6 /°C� 11.49 12.03 12.43 12.80 13.23 13.32

Heat conduction coefficient W/�m·k� 38.9 38.1 33.9 33.1 30.1 26.4

Table 2 Effective stress, temperature, and triaxial coefficients
at dangerous points at rated load

Dangerous points � �MPa� T �°C� Rv �/�

Front root of control stage 66.87 519.3 1.63
Back root of control stage 72.98 509.6 1.86

Fig. 3 Stress field of high pressure rotor of 300 MW steam
turbine at rated load

Fig. 4 Temperature field of high pressure rotor of 300 MW
steam turbine at rated load

Fig. 5 Damage evolution for creep of 30Cr1Mo1V at 525°C and
�=200 MPa
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from zero to point 1� along Curve 2, its corresponding damage
value is D1�, �see Fig. 6�. Then �1 loads as long as �t. The damage
changes along curve 1 from points 2� to 3� and the final damage
value corresponding to point 3� is D2� �shown in Fig. 6�. Appar-
ently, different loading sequences lead to different damage value
D2 and D2�. It is easy to know that the bigger the difference of
loads has the bigger effects the loading sequence does on damage.
The present LDA, however, assumes that load sequence does not
affect the damage and it certainly will lead to a deviating result for
a multistage loading process.

By using the traditional creep life prediction of Eq. �16� and the
continuum damage mechanics model of Eqs. �17� and �18�, the
creep life predictions of high pressure rotor of a 300 MW steam
turbine under hot start are calculated, respectively. The results are
listed in Table 3. It is shown that the life predictions of the LDA
model coincide with those of a uniaxial CDM model, but are quite
different from the results of the multiaxial CDM model. The in-
herent weakness of the LDA model in not dealing well with the
multiaxial problem is reflected in the table. The triaxial coefficient
is adopted in the multiaxial CDM model, and the effects of com-
plex stress state are considered. It is, therefore, expected that the
multiaxial CDM model could predict the life and damage evolu-
tion more accurately �9�.

In the life predictions of the multiaxial CDM model, the triaxial
coefficient affects the results greatly and Eq. �9� shows that creep
life tr is inverse proportional to the triaxial coefficient RV. In Fig.
7, the triaxial coefficient field corresponding to the stress field in
Fig. 3 is plotted. It shows that the complex multaxial stress state is
widely scattered in steam turbine rotor. The results demonstrate
that the creep life predictions in the turbine rotor design may
change greatly if the effects of multiaxial loading are considered.

In Fig. 8 the damage evolution of the back root of the rotor
from the multiaxial CDM model, at which the triaxial coefficient
�Rv� value is 1.86, is compared with that from the uniaxial CDM
model. The results show that the multiaxial complex stress accel-
erates the damage accumulation greatly. Therefore, in damage
analysis of a steam turbine rotor, the effects of mutiaxial complex
stress must be considered.

The average design life of a large capacity steam turbine is
usually 30 years. In assuming that the frequency of the start and

stop operations is one time per year, and the stable running time is
300 days �11� during each start–stop process, at which creep dam-
age usually takes place. Finally, the total damages of creep in 30
years of the back root of the control stage, which is most danger-
ous, are calculated by applying the LDA theory and the multiaxial
CDM model. The results are shown in Table 4.

In this study, for CDM model, Dr=0.24 is obtained by uniaxial
test �7�. Figure 8 shows that the life of the back root of the control
stage impeller under multiaxial load has nearly been exhausted
when the damage is as low as 0.24. It demonstrates that because
damage evolves nonlinearly, damage can be low when there is
little remanent life. If life-used ratio is written as �=D /Dr, be-
cause the difference of the fracture criteria of CDM and LDA
�Dr=0.24 for CDM in this study and Dr=1 for LDA�, although
the estimated damage from the multiaxial CDM model is 0.0437
shown in Table 4, at this time 18.21% ��=0.0437/0.24� of the life
has been used. It seems more reasonable than the result from the
LDA theory of 14.42% ��=0.1442/1�. It is suggested that al-
though the LDA theory may overestimate the damage evolution, it
is not always a conservative estimation in life prediction. This
should be important in practical rotor design.

The above analyses show that, compared with the LDA theory,
the nonlinear CDM model cannot only describe the damage accu-
mulation more precisely but also takes into account the effects of
multiaxial complex stress and load sequence. Therefore, both the
life prediction and the damage accumulation are expected to be in
better agreement with the practical case.

5 Conclusions
In this paper, a nonlinear continuum damage mechanics model

is employed to predict the creep damage and the life of a 300 MW
stream turbine high pressure rotor, and the results are compared
with those from a linear damage accumulation theory. The con-
clusions drawn from the study can be summarized as follows:

�1� Since the linear damage accumulation Theory uses a
uniaxial assumption, the effects of multiaxial complex
stress are not considered. The life is over evaluated.

�2� The LDA theory has overestimated the damage of the ma-
terial. The nonlinear continuum damage mechanics model
can describe the damage accumulation more accurately and
can also consider the effect of loading sequence.

�3� Multiaxial complex stress makes the life shorter and accel-
erates damage accumulation. Therefore, in the creep analy-
sis of a steam turbine rotor, the effects of multiaxial com-
plex stress must be considered.

Fig. 6 Diagram of effects of load sequence for CDM model

Table 3 Creep life at dangerous points „h…

Dangerous points LDA theory Uniaxial CDM model Multiaxial CDM model

Front root of control stage 3.1772
106 3.1811
106 1.9516
106

Back root of control stage 1.4978
106 1.5003
106 8.066
105

Fig. 7 Distribution of triaxial coefficient of 300 MW steam tur-
bine at rated load
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Nomenclature
E  Young’s modulus

RV  triaxial coefficient
�  Poission’s ratio

�ij  �=function

Sij  component of deviatoric stress
�kk  component of normal stress

t  time
u  line velocity of rotor surface
�  dynamic viscosity of steam
�  coefficient of convection

�̇p
*  strain rate of the second creep process

Dr  critical damage for rupture
Yr  release rate of strain energy for rupture
tri  times to failure under a creep load �i
�t  time of loading

�eq  effective stress
�H  mean stress
�ij  component of cauchy stress

A, B, �, �, r  temperature dependent material constants under
creep conditions

Re  Reynold number
R  radius of rotor
	  coefficient of heat conduction of steam
�  rotating speed or rotor
�̇p  strain rate of the third creep process
�r  critical stress for rupture
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Reduction of Power Losses in
Bearing Chambers Using Porous
Screens Surrounding a Ball
Bearing
Trends in aircraft engine design have caused an increase in mechanical stress require-
ments for rolling bearings. Consequently, a high amount of heat is rejected, which results
in high oil scavenge temperatures. An RB199 turbofan bearing and its associated cham-
ber were modified to carry out a survey aiming to reduce power losses in bearing
chambers. The test bearing was a 124 mm PCD ball bearing with a split inner ring
employing under-race lubrication by two individual jets. The survey was carried out in
two parts. In the first part, the investigations were focused on the impact on the power
losses in the bearing chamber of the operating parameters, such as oil flow, oil tempera-
ture, sealing air flow, bearing chamber pressure, and shaft speed. In the second part, the
investigations focused on the reduction of the dwell time of the air and oil mixture in the
bearing compartment and its impact on the power losses. In this part, porous screens
were introduced around the bearing. These screens would aid the oil to flow out of the
compartment and reduce droplet-droplet interactions as well as droplet-bearing chamber
wall interactions. The performance of the screens was evaluated by torque measurements.
A high-speed camera was used to visualize the flow in the chamber. Considerable reduc-
tion in power loss was achieved. This work is part of the European Research programme
GROWTH ATOS (Advanced Transmission and Oil Systems). �DOI: 10.1115/1.1995769�

1 Introduction
Highly loaded bearings generate heat in the contact areas be-

tween the rolling elements and the race, the rolling elements and
the cage, and in the annular gaps between the cage and the races.
The generated heat is caused by friction in the contact areas and
by churning and windage as a result of dissipation of Euler work
�acceleration to circumferential speed�. Within the scope of the
ATOS program the impact of the operating parameters affecting
power losses in the bearing chamber were investigated �1�. These
were the oil and sealing air flow, the temperature, the axial load,
the rotor speed, and the bearing chamber pressure. Power losses in
bearings have been investigated by several authors. Specifically
�2–6� can be highlighted. The bearing chamber is shown in Fig. 1,
and the schematic of the test facility is depicted in Fig. 2. The
bearing chamber is a vented chamber with the vent being at top
position �12 o’clock� and the scavenge port at the bottom position.
Two vent configurations were tested; the first introduced a vent
that was protruding 15 mm into the chamber, and the second, a
flush vent. The chamber was sealed by a straight labyrinth seal.
The ball bearing shown in Fig. 1 has an inner land riding cage
with a split inner ring and under-race lubrication. Each half of the
inner ring has 18 1 mm holes, which centrifugally direct the oil to
the cage scoop and from there to the rolling elements �Figs. 1 and
3, rear-half design�. Two additional 1 mm holes on each half of
the inner ring are used to guide the cage �Figs. 1 and 3, front-half
design�. The cage guiding holes are at a circumferential distance
of 180 deg to each other and are placed toward the edge of the
inner ring so that they face the cage land. The lubricant is supplied
to the bearing by two jets which individually lubricate the front
and rear sides of the bearing.

The condition of the bearing was monitored by accelerometers,

chip detectors, and thermocouples. The latter recorded the tem-
perature of the outer ring at different circumferential locations
�Fig. 1, TOR�. The heat rejection of the bearing was monitored by
thermocouples, which recorded the temperature of the oil leaving
the bearing. A row of three thermocouples was placed adjacent to
the bearing on each side �Fig. 1, positions A and B�. These re-
corded the temperature of the oil leaving the bearing through the
gap between the outer ring and the cage. Two additional rows of
thermocouples were installed at a distance of 1 cm on either side
of the bearing for additional monitoring. In order to visualize the
bearing, an endoscope was used, which could be connected to a
high-speed camera �Fig. 4�. In order to avoid the oil droplets that
smear the lens of the endoscope during operation, a tube was
placed around it and purge air was conducted through the tube.
The purge air pressure was regulated. A pressure of about 3 KPa
above chamber pressure was adequate to maintain a clean lens.
Also Plexiglas windows were introduced into the bearing chamber
front cover �Fig. 1�, which enabled additional view of the interior.

Pressure transducers were used to monitor the chamber pres-
sure. Additionally, the torque on the bearing shaft was measured.
Torque measurements were used to assess the power consumption
of the bearing and, therefore, enable comparisons among different
operating conditions. The estimated power consumption values
were nondimensionalized by the parameter P0. This equals 7.0
KW of power consumption and corresponds to an operating con-
dition at 15,000 rpm, 14.7 KN thrust, 350 L/hr oil flow, 2.6 bar
bearing chamber pressure, and 80 °C air and oil inlet temperature.
Torque measurements were preferred to calorimetric measure-
ments of the heat transfer because the latter is difficult to assess
since, during operation, the oil distribution through the scavenge
and vent is not known and other secondary heat losses �i.e., con-
vection through the chamber walls� are difficult to estimate.

Figure 5 shows the screens which were used around the ball
bearing. The screens were selected with pore diameters �PD� of 3,
4, and 6 mm. The porosity of the screens was about 29%. This is
the ratio analogous of the free to the total area. The screens were
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attached to the outer ring �Fig. 3�, and the distance to the cage was
about 10 mm �Fig. 3, front screen�. In a later test the distance to
the cage was reduced to about 3 mm, as schematically shown in
Fig. 3 by the rear screen. The screen with 3 mm pore diameter was
selected to be the baseline screen.

The oil flow was varied between 200 and 450 L/hr, the sealing
air flow between 6 and 80 Kg/hr, the chamber pressure between
0.9 and 4.8 bar, and the temperatures for air and oil were 80 °C
and 130 °C. The shaft speed was varied between 6000 and 19,000
rpm. The lubricant was Mobil Jet II, which corresponds to the
MIL-L-23699 standard.

As has already been mentioned, the tests were evaluated based
on torque-power measurements. In order to increase accuracy, the
same measurements were repeated several times. The deviation
was less than �1.5% of the average value. In addition to the
torque measurements, video pictures were taken with the high-
speed camera, both with and without the screens. These pictures
were used to assess the calming of the oil flow and the spray

generation in the chamber. Finally, oil-quantity measurements
through the chamber vent were carried out. These measurements
would enable one to conclude whether the oil is aided out of the
compartment through the scavenge when screens are used, conse-
quently, reducing the dwell time of the air and oil mixture.

2 Results
Figure 6 shows the bearing power consumption, with and with-

out the screens, as a function of sealing air, pressure in the cham-
ber, and oil flow. A power-consumption reduction of �5–6 % is
achieved. Figure 7 depicts variations of the shaft speed, the oil
and air inlet temperature, the pore diameter, and the distance be-
tween the front and rear screens to the cage. At a shaft speed of
19,200 rpm, a power-loss reduction of �11% is achieved. The
introduction of screens with pores of 6 mm diam yielded to a

Fig. 1 Schematic of the bearing chamber with the rear and
front nozzles, the endoscope, the thermocouple positions ad-
jacent to the bearing, and the immersed vent

Fig. 2 Schematic of the test facility with the test bearing and
the axial load arrangement

Fig. 3 Rear and front screen arrangement

Fig. 4 Bearing chamber with the high-speed camera, endo-
scope, and purge facility

Fig. 5 Screens used at the front side of the ball bearing
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deterioration compared to screens with pores of 3 mm. This im-
plied that with increasing pore diameters, the performance of the
screens has deteriorated. As a consequence, testing with screens
having a 4 mm pore diameter was skipped. When the distance of
the screens to the cage was reduced from 10 to 3 mm, no consid-
erable difference in the bearing power consumption was detected
�bottom curves, Fig. 7�. The reduction in power consumption be-
tween using oil-air inlet temperatures of 80 °C and 130 °C is
�13%.

These measurements showed that an obvious reduction of the
power losses is achieved when screens are used. This benefit in-
creases with increasing rotor speed, as this is shown in Fig. 7.

As already mentioned in the Introduction, a visualization of the
bearing running with and without the screens using the high-speed
camera was carried out. The visualization tests were performed at
different speeds between 10,000 and 19,260 rpm. Additionally, the
camera shutter speed was varied between 360 and 4000 fps.

Above 4000 fps, the picture quality became very poor because
the illumination of the picture deteriorated. The first video pic-
tures were taken at 15,000 rpm, 200 L/hr, 80 °C oil inlet tempera-
ture, 14.7 KN axial load, and 2.6 bar chamber pressure. Figure 8
is a frame from the video and shows how the oil is leaving the
bearing at the above conditions. Even though the oil was ingested
under the cage through the inner ring, no oil was observed leaving
through the gap between inner ring and cage. On the contrary, the
oil was observed leaving through the gap between the cage and
the outer ring. This behavior was observed at all operating condi-
tions, even when the direction of the axial load was reversed.

Apparently there is a mechanism that draws the oil from under the
cage inside the bearing and then the oil is centrifuged outward
between cage and outer ring.

Figure 9 shows the front screen with the nonrotating bearing
behind it. The endoscope was placed in a tube that was purged
with air to avoid oil contamination of the lens. Part of this purge
tube inner wall can also be seen in the figure.

Figure 10 compares the basic and the screen configuration of
the bearing at 17,300 rpm, 200 L/hr oil flow, 40 Kg/hr sealing air
flow, 14.7 KN axial load, and 80 °C oil and air inlet temperature.
The pore diameter of the screen was selected at 3 mm. The frames
were taken from the video movie, which runs at 360 fps. The
pictures from the top to the bottom are consecutive pictures. The
top picture is the “reference” at “zero milliseconds.” The next
appears five frames �13.9 ms� later, followed by the next two, 15
and 30 frames later, respectively. As can be seen by comparing the
left with the right column, more fine spay is generated without the
screens than with screens. This observation was done regardless
of the operating condition or camera shutter speed. Particularly at
a shutter speed of 4000 fps it could be observed how liquid oil and
not spray was exiting through the pores of the screen. This is
shown in Fig. 11. Above l000 fps, no video was possible with the
basic configuration because of the strong spray generation and the
low light conditions due to the higher shutter speed.

If most of the oil leaving the screens is liquid and not spray, the
liquid should, aided by gravitation, run toward the scavenge port
rather than toward the vent. This would imply that in this case the
amount of oil leaving through the vent should be less. The results
of the vent oil-quantity measurements are depicted in Fig. 12. Two
vent configurations were tested in this program. The first configu-
ration introduced a flush vent, the second a vent protruding 15 mm
into the chamber. The idea of the protruded vent was to prevent
the rotating oil film along the bearing chamber’s walls from exit-
ing the chamber through the vent. Consequently, the air and oil
particle loaded core of the chamber can be evacuated through the

Fig. 6 Impact of screens as a function of the oil and air flow.
The presence of screens results in significantly lower power
loss to the bearing compartment.

Fig. 7 Impact of screens on the power loss as a function of
shaft speed, PD, DSC, and temperature

Fig. 8 Oil exiting the bearing between cage and outer ring at
15,000 rpm, 200 L/H

Fig. 9 View of the front screen with the nonrotating bearing
behind it
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vent more efficiently. The vent oil was collected into a container,
and the quantity was measured. The same measurement was re-
peated several times to ensure repeatability. The oil flow was 350
L/hr at an air-oil inlet temperature of 80 °C, and the screens had
pores of 3 mm.

Both the flush and protruded vent configurations resulted in a
much lower vent oil quantity with the screens compared to the
basic bearing configuration. The impact of the vent protrusion is
also shown in Fig. 12. Generally, the amount of oil leaving
through the vent rapidly increases with shaft speed. It also in-

Fig. 10 Comparison of the spay generation between the basic configura-
tion and the screens at 360 fps. Less spray is created when screens are
used.

Fig. 11 High-speed camera images showing liquid oil emerging through
the pores
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creases with the sealing air flow. The difference in vent oil quan-
tity, which results between the bearing without and with surround-
ing screens, rapidly increases with the rotor speed.

3 Conclusions
The power consumption in a bearing chamber is generally af-

fected by the operating conditions, such as oil and sealing air flow,
temperature, chamber pressure, axial load, and rotor speed. How-
ever considerable reduction in the power loss can be achieved if
the dwell time of the air and oil mixture in a bearing chamber is
reduced. This has been demonstrated in this study by the introduc-
tion of porous screens placed 10 mm away from the bearing.
These were selected to have a porosity of 29% but having pore
diameters of 3 and 6 mm. The best result was achieved with the
screens having 3 mm pores. Compared to the basic configuration,
11% less power consumption was measured at the maximum shaft
speed. The savings in power consumption rapidly increased with
the rotor speed. Visualization of the bearing with a high-speed
camera showed that much less spray was produced when the bear-
ing was surrounded by the screens. The visualization also showed
that, for this particular bearing, the oil leaves the bearing through
the gap between the cage and the outer-ring.

Vent oil-quantity measurements also showed that more oil
leaves the chamber through the scavenge line when screens are
used. All these findings combined indicate that the dwell time of
the air and oil mixture in the chamber is reduced with the conse-
quence of less power consumption.

Reduction of the power losses in bearing chambers leads to
better engine performance reduced mechanical or cost require-
ments on pumps, coolers, and piping.

This study will be continued by using screens of different po-
rosities so that maximum performance of the screens is assessed.
It can also be extended on roller bearings.
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Nomenclature
D � bearing bore diameter, mm

DSC � distance of screen from the bearing cage, mm
Fax � axial force on the bearing �axial load�, KN
fps � frames per second,

N � rotor speed, rpm
Nmax � maximum rotor speed �=19,400�, rpm

p � pressure, bar
P � power consumption, KW

PCD � pitch circle diameter, mm
PD � pore diameter of the screen, mm
P0 � reference value for power loss, KW

T � temperature, °C
TOI � oil inlet temperature, °C
TOR � outer ring temperature, °C

Units for Flow
L/hr � liters per hour

Kg/hr � Kilograms per hour
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Adjoint Harmonic Sensitivities for
Forced Response Minimization
This paper presents an adjoint analysis for three-dimensional unsteady viscous flows
aimed at the calculation of linear worksum sensitivities involved in turbomachinery
forced response predictions. The worksum values are normally obtained from linear
harmonic flow calculations but can also be computed using the solution to the adjoint of
the linear harmonic flow equations. The adjoint method has a clear advantage over the
linear approach if used within a rotor forced vibration minimization procedure which
requires the structural response to a large number of different flow excitation sources
characterized by a unique frequency and interblade phase angle. Whereas the linear
approach requires a number of linear flow calculations at least equal to the number of
excitation sources, the adjoint method reduces this cost to a single adjoint solution for
each structural mode of rotor response. A practical example is given to illustrate the
dramatic computational saving associated with the adjoint approach.
�DOI: 10.1115/1.2031227�

Introduction
The demand for greater efficiency in modern turbomachinery

has resulted in engine blading with low weight and high unsteady
loadings. As a consequence, the vibratory stress levels have in-
creased and high cycle fatigue failure caused by excessive vibra-
tion at high frequencies has become a serious design concern.
Over the last two decades, an increasing number of turbomachin-
ery aeroelasticity methods have emerged to address this need;
overviews of this field of activity are given in references �1,2�.
The state-of-the-art in modeling aeroelastic phenomena are the
fully coupled three-dimensional �3D� nonlinear unsteady viscous
methods which compute the interaction between structures and
fluids using time-accurate integration �3�. Nevertheless, however
accurate the physical models, these methods are prohibitively ex-
pensive for routine design.

Increasingly, uncoupled linearized unsteady methods are pre-
ferred as an optimal compromise between model accuracy and
computational efficiency in industrial aeroelastic predictions.
These methods treat fluid and structural dynamics independently
and analyze the fluid unsteady motion in the frequency domain at
a number of fixed frequencies of unsteadiness, known a priori. In
this treatment, fluid unsteadiness is assumed to be a small ampli-
tude harmonic variation superposed on a baseline steady flow and
is computed as the solution to the linearized equations of fluid
motion �4�. There is satisfying evidence that linearized calcula-
tions are adequate for a surprisingly large range of applications
�5–10�. In particular, a series of studies have demonstrated the
suitability of the linear harmonic approach to turbomachinery
forced response by comparison with nonlinear time-accurate cal-
culations and with experimental data �8,11–14�.

The use of the adjoint method in aeronautical optimization of
steady-state performance has been pioneered by Jameson �15–17�
and advanced by a number of other authors; an overview is given
by Giles �18�. In this approach, the sensitivities of a steady-state
objective functional �typically lift or drag� to a large number of
underlying design parameters are obtained using a single steady
adjoint solution. Whereas the cost of the sensitivity analysis

through linearization or finite differencing is proportional to the
number of design parameters, that of the adjoint sensitivity analy-
sis is independent of it. Recently, the adjoint method has been
extended to linear sensitivities of objective functionals of har-
monic unsteady flows. Florea �19� formulated a two-dimensional
�2D� inviscid adjoint method for the sensitivities of unsteady aero-
dynamic forces and radiated noise to geometric variations. Using
automatic differentiation, Hall and Thomas developed adjoint sen-
sitivity analyses of aerodynamic forces for 3D inviscid �20� and
2D viscous harmonic balance calculations �21�.

The present paper builds on previous work �22–24� to introduce
a 3D turbulent viscous adjoint harmonic method for the computa-
tion of aerodynamic forcing and aerodynamic damping in the con-
text of turbomachinery forced response. The adjoint harmonic
analysis is discussed starting from the equations of structural vi-
bration and the definition of the aerodynamic forces as linear
worksum functionals, the main figure of engineering merit in un-
coupled aeroelastic calculations. The emphasis is on the implica-
tions of the adjoint approach to engineering practice. Thus, the
adjoint method computes the aerodynamic forcing worksums as-
sociated with one rotor vibration mode and a number of different
flow excitation sources of fixed frequency and interblade phase
angle at the cost of a single adjoint harmonic calculation whereas
the traditional approach requires a separate linear harmonic calcu-
lation for each excitation. Moreover, the aerodynamic damping
worksums can be obtained using the same adjoint solution at no
additional cost. A numerical example based on the wake shaping
minimization method is also provided to illustrate the strength of
the adjoint harmonic method.

Analysis of Forced Response
Forced response in turbomachinery is defined as the vibration

of rotor blades excited by time-periodic aerodynamic forcing in-
duced by engine flow unsteadiness which is independent from the
blade vibration. Aerodynamic forcing of frequencies close to the
natural frequencies of rotor vibration is of particular concern as
they could result in blade response of excessive amplitude. The
aim of the forced response analysis is to predict the amplitude of
blade vibration, usually in order to determine whether a resonant
engine excitation is acceptable or not �2�.

Chiefly responsible for forced vibration problems is the vane
passing excitation, i.e., the excitation from the relative rotation of
stator vanes �4�. Vane passing excitation is defined by two impor-
tant parameters: the frequency � of excitation and the interblade
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phase angle �IBPA� �. The latter represents the fixed difference of
phase between the unsteady flow quantities corresponding to
neighboring blades in a rotor row and is generally nonzero be-
cause of unequal stator and rotor pitches. Both parameters depend
solely on the rotor speed �, the rotor blade pitch �r and the vane
pitch �s of the adjacent stator �4�:

� = 2�
���
�s

;� =
��r

�
= 2� · sign���

�r

�s
�1�

Analysis of turbomachinery forced response is commonly based
on the observation that the blade-to-air mass ratio is relatively
high and, as a consequence, the aerodynamic forces do not alter
the frequencies or the mode shapes of free rotor vibration signifi-
cantly �13�. Let q be the vector of blade surface nodal displace-
ments in a particular structural mode and let �0 denote the corre-
sponding natural frequency. Both q and �0 are the output of a
finite element analysis of the blade vibration in a vacuum at the
rotor speed of the studied resonant crossing. Using modal decom-
position for the structural response, let the scalar r̃ be the time-
dependent response of the rotor in the vibration mode q; the prod-
uct r̃q thus represents the vector of instantaneous nodal
displacements from the blade equilibrium. Choosing r̃ as a gener-
alized coordinate, Lagrangian mechanics yields the well-known
differential equation of forced response

r̈̃ + �ṙ̃ + �0
2r̃ =�

S

p̃�t�qn
*dS �2�

In general, mechanical damping present in the rotor structure
comes from complex nonlinear sources, e.g., root friction and un-
derplatform dampers. However, the present study is concerned
with the calculation of linear worksum functionals which are in-
dependent of mechanical damping. For simplicity, damping has
been assumed of proportional type and modeled through the con-
stant coefficient �.

The right-hand side of Eq. �2� is the generalized unsteady force
which, neglecting Coriolis effects, is defined as the integral on the
blade surface S of the product between the unsteady pressure p̃ on
the blade and the complex conjugate of the amplitude qn of vibra-
tion in the direction normal to the blade surface at its equilibrium
position. For a single frequency � of fluid unsteadiness, this gen-
eralized force is discretized as the sum over the fluid mesh nodes
on the blade surface of the products between the harmonic fluid
pressure force on the discrete surface associated with each node
and the complex conjugate of the modal displacement at the re-
spective node. Further, this is the inner product between the mode
q and a vector p of fluid pressure force amplitudes times the
harmonic time variation, i.e., qHp exp�i�t�. �H represents com-
plex conjugation and transposition.� The inner product between a
vector of modal displacements and a vector of harmonic aerody-
namic force amplitudes is termed the worksum functional.

The unsteady flow field about the blade is generated by two
coexisting sources characterized by the same frequency �: the
excitation from the passing stator vanes and blade vibration. In
general, turbomachinery forced response is not clearly a linear
phenomenon and the amplitude p of fluid harmonic forces is a
nonlinear function of both the prescribed vane passing flow dis-
turbance and the vibration mode q. However, fluid unsteadiness is
in many cases sufficiently small to be computed using a linear
harmonic flow analysis. In a linearized treatment, the effects of
the two sources of unsteadiness are independent and additive.
Then, the amplitude p of the fluid pressure forces decomposes
into an amplitude p f of aerodynamic forcing generated by the
passing stator vanes and an amplitude pd of aerodynamic damping
induced by �and generally opposing� the vibration of the blade:
p=p f +pd. While the term p f depends only on the prescribed flow
excitation from vane passing, the amplitude pd of aerodynamic
damping is a linear function of the unknown blade response. Let

P��� denote the matrix of aerodynamic coefficients relating the
motion of the blade at a fixed frequency � to the amplitude of the
aerodynamic damping forces arising on the blade as a cause of
that motion; with this notation, the amplitude of aerodynamic
damping becomes pd= P���r̃q.

Due to linearity, the rotor structural response is harmonic with
unknown amplitude r and frequency equal to that of the excita-
tion: r̃�t�=r exp�i�t�. Replacing this along with the aerodynamic
force decomposition into Eq. �2�, the final frequency-domain
equation of forced response becomes

��0
2 − �2 + i�� − qHP���q�r = qHp f �3�

If there are more than one mode of vibration close to resonance
with �, the modal response of the rotor structure to vane passing
is coupled through aerodynamic damping �23�. The amplitude
qHP���q� of the aerodynamic damping force arising on the blade
in mode q due to own vibration in mode q� is generally nonzero
and the resonant vibration modes have to be treated collectively.

Worksum Functionals and Forced Response
The two independent worksum functionals involved in Eq. �3�,

the aerodynamic forcing and the aerodynamic damping, are the
output of independent linear harmonic analyses. Because the vec-
tor p f of pressure forces is a linear function of the amplitude of the
harmonic pressure field on the blade, the aerodynamic forcing
worksum can be equated to the inner product between a constant
vector s and the amplitude of the harmonic flow unsteadiness:
qHp f =sHu f. In this expression, s is a linear function of the struc-
tural mode q and is a sparse vector whose nonzero entries corre-
spond to the fluid mesh nodes belonging to the blade surface.
Also, u f is a vector of amplitudes of linear harmonic flow vari-
ables defined at the nodes of the fluid mesh and represents the
response of the fluid motion to the harmonic excitation from the
passing vanes. Similarly, pd is the amplitude of the harmonic pres-
sure forces acting on the blade due to own vibration in mode q
and is a linear function of the amplitude of the corresponding
pressure field. Therefore, the aerodynamic damping worksum can
be written as the inner product between the same constant vector
s and the amplitude ud of harmonic fluid unsteadiness due to blade
vibration: qHP���q=sHud.

Analysis of Linear Harmonic Flow
The analysis of linear harmonic fluid motion is derived from the

time-dependent Reynolds-averaged Navier–Stokes equations in
conservative form, discretized using a finite volume edge-based
formulation �25� into the system of nonlinear ordinary differential
equations:

M
dU

dt
+ R�U,Ub,X,Ẋ� = 0 �4�

M is the Jacobian of the transformation from the discrete conser-
vative variables to the primitive, U is the vector of discrete primi-
tive flow variables at the nodes of the fluid mesh, R is the vector

of spatial discretization residuals, X and Ẋ are the respective
nodal coordinates and velocities, and Ub the time-dependent data
of the far-field �i.e., inflow and outflow� boundary conditions. The
discrete equations �4� express the conservation laws for viscous
flow at the grid nodes, include Coriolis and centrifugal effects and
may also include a turbulence model. The residual dependence on
mesh nodal velocities occurs due to the motion of the discretiza-
tion cells following the possible motion of the blades. In turbo-
machinery, the boundary conditions closing the flow equations are
no-slip flow at the blade and end-wall solid surfaces, prescribed
thermodynamic quantities �e.g., total pressure� at the far-field
boundaries and a periodicity condition at the periodic boundaries
of the flow domain. The far-field boundary conditions model the
interaction of the studied rotor with the rest of the engine and
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represent a set of discrete flux balance equations which depend on
the boundary data Ub. The periodicity condition equates the flow
quantities at corresponding grid nodes on the lower and upper
periodic boundaries �a rotation of the vector of fluid velocity is
necessary in the case of an annular cascade�. This condition is due
to the circumferential periodicity of the flow; a period equal to the
blade pitch is assumed in the steady-state case and the steady flow
past the entire row of blades is computed as the flow within a
single blade-to-blade passage. In the notation adopted here, all
these boundary conditions are viewed as integral part of the dis-
crete nonlinear flow equations �23�.

Flow unsteadiness in turbomachines is assumed to be relatively
small and time-periodic at the same time �4� and is treated as a
harmonic variation of small amplitude u and known frequency �

about a steady and nonuniform baseline flow field Ū :U�t�= Ū
+R�u exp�i�t��. Introducing this into Eq. �4� and linearizing, the
baseline steady flow becomes the solution of the set of discrete

nonlinear equations R�Ū�=0 while the amplitude u of harmonic
flow unsteadiness is the complex-valued solution of the algebraic
system

Au = r �5�

The matrix A is the sum between the sensitivity of the steady
discrete residuals to the primitive flow variables and a harmonic
unsteady term depending on the frequency

A =
�R

�U
+ i�M �6�

At the same time, A represents a linearization of the boundary
conditions and of the turbulence model. The matrix A is constant

as depends only on the baseline flow field Ū, the frequency � and
the IBPA � and is the same for both flow excitation sources, vane
passing, and blade vibration. The distinction between these two
cases comes from different nonhomogeneous terms r and different
boundary data. Thus, the excitation from the passing stator vanes
is modeled as a linear harmonic perturbation to the far-field

boundary data about a steady-state: Ub�t�= Ūb+R�ub exp�i�t�.
Then, the amplitude u f of the harmonic flow unsteadiness due to
vane passing is obtained as the solution of Eq. �5� in which the
nonhomogeneous term r f represents the linear variation of the
steady residuals due to a harmonic perturbation of amplitude ub in
the far-field data:

r f = −
�R

�Ub
ub �7�

Similarly, blade vibration is modeled using a mesh which con-
forms to the motion of the blade by deforming harmonically with
a prescribed amplitude x about the coordinates of the fixed mesh

of the steady-state calculation �5�: X�t�= X̄+R�x exp�i�t��. The
amplitude of flow unsteadiness arising due to blade vibration is
the solution of the linear system �5� with a nonhomogeneous term
which represents the linearized effect of the harmonic mesh nodal

motion through the baseline flow field Ū:

rd = − � �R

�X
+ i�

�R

�Ẋ
�x �8�

The viscous wall boundary condition for the linear harmonic
flow Eq. �5� is identical with that for the nonlinear flow analysis
and imposes either zero �vane passing� or the wall harmonic ve-
locity �blade vibration� to the linear velocity field at the blade
surface and end walls. The linear harmonic farfield boundary con-
ditions are applied through the vector r. In the vane passing case,
the only nonzero entries of r are at the farfield mesh nodes where
Eq. �5� represents a linearization of the flux balance across the
boundary using the prescribed data perturbation ub. In the case of
blade vibration, the boundary perturbation is zero and the term r

is homogeneous at the far-field mesh nodes. The implementation
of the harmonic far-field conditions is based on the one-
dimensional �1D� nonreflective boundary conditions of Giles �26�.
Lastly, the periodicity condition is common to the treatment of
both sources of unsteadiness and is similar to that for the steady
analysis. This condition equates the linear flow quantities at cor-
responding grid nodes on the lower and upper periodic bound-
aries, including the rotation of the linear fluid velocity vector. In
addition to this, the linear harmonic periodicity condition imposes
a difference of phase equal to the IBPA of the vane passing exci-
tation between the lower and upper periodic linear variables. This
phase-lagged periodicity condition allows the linear harmonic cal-
culation to be carried out on a single blade-to-blade passage.

Worksum Functionals Using the Adjoint Method
The adjoint approach is based on the observation that any work-

sum inner product sHu can be computed either starting from the
linear flow solution u or from the solution to the equations adjoint
to the linearized flow equations �18�. Indeed,

sHu = sH�A−1r� = �A−Hs�Hr = vHr , �9�

where v is the solution to the adjoint harmonic equation

AHv = s �10�
The adjoint harmonic equation is therefore given by the adjoint of
the matrix A of the linearized equations and by the vector s deter-
mined by the structural mode involved in the worksum product.
The adjoint harmonic solution v represents the sensitivity of the
linear worksum functional with respect to the linear source term r
which models the harmonic flow excitation. In the adjoint calcu-
lation, the vector r of the linear problem and the vector s from the
worksum expression exchange roles; what is a nonhomogeneous
term in one calculation becomes a term of the inner product in the
other. The derivation of the adjoint analysis as the adjoint of the
linearized discrete equations of flow motion is called the fully
discrete approach �18�.

The wall boundary condition and the periodicity condition of
the adjoint harmonic analysis are identical with the respective
conditions of the linear harmonic analysis �23�; the adjoint mo-
mentum variables are set to zero at the blade surface and end
walls and periodicity is imposed with the same IBPA. The adjoint
harmonic condition at the far-field boundary is given by the ad-
joint of the linearized flux balance across the far-field boundary
using zero boundary data and the nonreflective boundary treat-
ment of the linearized code.

To understand the advantage of the adjoint approach, consider
that m different constant vectors s are given and the worksum
product is required for n different terms r. The direct approach
needs the solution of n linear systems �5� and m inner products for
each of these solutions. The adjoint approach requires the solution
of m adjoint systems �10� and n inner products for each adjoint
solution. Therefore, because the evaluation cost of the vectors s
and r is negligible compared with the cost of a single linear or
adjoint calculation, if m is a much smaller integer than n, then it is
much less expensive to get the required worksum inner products
by solving m adjoint systems rather than n linear.

This idea can be applied to a design scenario which requires the
rotor response in a small number m of structural modes to a large
number n of specified flow excitations of fixed frequency and
IBPA. In such a case, the direct linear approach requires n+m
independent linear harmonic flow solutions; n linear harmonic
flow fields u f correspond to each flow excitation to obtain the
aerodynamic forcing worksums as qHp f =sHu f and m linear har-
monic flow fields ud� are associated with rotor vibration in each
mode q� to compute the aerodynamic damping worksums as
qHP���q�=qHpd�=sHud�. To obtain the same worksum values, the
adjoint approach requires by contrast only m adjoint solutions of
�10� with s corresponding to each mode of vibration. Indeed, the
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aerodynamic forcing worksums associated with one structural
mode q are computed as vHr f where r f are the nonhomogeneous
terms defined by Eq. �7� and correspond to each flow excitation
source. Also, the aerodynamic damping in the same mode q due to
vibration in any mode q� is obtained as vHrd� using the same
adjoint solution v and the nonhomogeneous term rd� defined by
Eq. �8� and corresponding to q�. Therefore, the cost reduction
achieved by the adjoint approach is proportional to the number n
of flow excitation sources considered.

Computer Implementation and Validation
Both the linear harmonic solver and its adjoint counterpart are

derived from a steady nonlinear code �25� which solves the steady
Reynolds-averaged Navier–Stokes equations and incorporate the
Spalart–Allmaras one-equation turbulence model �27�. The solver
uses an edge-based finite volume space discretization on unstruc-
tured hybrid grids and a five-stage Runge–Kutta algorithm to time
march the discrete flow equations to steady state. Jacobi precon-
ditioning, multiple grids, and parallel computing are employed to
accelerate convergence. The emerging linear harmonic solver is a
direct code-level linearization of the nonlinear solver; each non-
linear routine which computes a contribution to the nonlinear dis-
crete residual has a correspondent in the linear code which gives
the exact linearization of that contribution. Likewise, each linear
routine has an adjoint counterpart which computes the corre-
sponding adjoint residual contribution.

Both the linear and adjoint harmonic codes inherit the iterative
features of the nonlinear solver and use the Runge–Kutta scheme
together with Jacobi preconditioning and multigrid. Although the
linear and adjoint iterations normally converge without difficulty,
problems have been encountered if the steady flow calculation
itself failed to converge to a steady state but instead finished in a
low-level limit cycle, often related to some physical phenomenon
such as vortex shedding at a blunt trailing edge. This limit cycle
results in a small number of eigenvalues of the preconditioned
matrix A lying outside the unit circle centered at 1 in the complex
plane and thus causing an exponential growth of the linear re-
sidual with the standard iteration. To overcome this difficulty, the
GMRES algorithm has been implemented to solve the linear and
the adjoint systems using the standard multigrid iteration as a
preconditioner �28�. Figure 1 shows a comparison between the
convergence histories of the standard iteration and of the GMRES
solver; GMRES is stable and insensitive to the outlying eigenval-
ues.

The linear harmonic solver has been validated using a compre-
hensive suite of tests: The details are covered in reference �23�.

Validation has started with the classical inviscid subsonic linear-
ized theory by Smith �29� and the related code �LINSUB� due to
Whitehead �30�. The agreement between the linear harmonic and
the LINSUB results has been very good over the full range of
IBPAs for both fluttering cascades and forced response at repre-
sentative values of reduced frequency. The viscous capability of
the linear harmonic code has been checked on the analytical so-
lution of the Stokes layer problem �31� with excellent agreement.
Further, the measurement data from the 11th Standard Configura-
tion database �32� has been used to test the capacity of the linear
harmonic code to predict a complex unsteady flow condition.
There has been a good agreement with the measured data, espe-
cially for the subsonic flow case and it has been concluded that the
present code predicted the measured data at least as well as the
other codes assessed in the paper by Fransson. For instance, Fig. 2
depicts the comparison between the computed midspan distribu-
tion of the unsteady pressure amplitude and the measured data at
the subsonic condition. Another test has compared the worksum
values output by the linear harmonic code as a function of the
IBPA with the corresponding results from an independent time-
accurate unsteady nonlinear flow solver �33� for the flutter of a
research Rolls Royce fan rotor, Fig. 3. Both codes have used
turbulence modeling, and the good agreement between results in-
dicates the suitability of the linearized approach for 3D turbulent
viscous turbomachinery applications. Lastly, the correctness of the
adjoint code has been verified against the linear harmonic solver

Fig. 1 Comparison between the standard iteration and
GMRES convergence histories for a turbine flutter case;
GMRES „applied either from the initial conditions or from a re-
start… is a stable solver

Fig. 2 Comparison between the measured and the computed
midspan distribution of the unsteady pressure amplitude for
the 11th standard configuration at the subsonic flow condition

Fig. 3 Comparison between the imaginary part of the work-
sum value and the logarithmic decrement output by an inde-
pendent nonlinear viscous code
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first by checking routine level compatibility. Then, the linear-
adjoint worksum equivalence �9� and the equality of the conver-
gence rates of the two harmonic solvers have been examined for a
number of representative cases. As expected from the fully dis-
crete design of the adjoint method, excellent agreement has been
observed in all cases.

Wake Shaping Using the Adjoint Method
Wake shaping is a method for reducing the forced vibration of

a rotor blade row at a problematic vane passing resonance by
choosing an optimum from a relatively large set of n possible
designs of the upstream stator vanes. The designs in this set differ
through the radial stacking of fixed profiles defined at an earlier
stage; the choice of the different stacking designs is largely based
on past experience. The optimum is that vane stacking design
which gives the minimum forced response in the downstream ro-
tor blading. The traditional variant of the method first involves the
use of the steady nonlinear flow solver to compute the steady flow
around each particular vane stacking. This is followed by a cir-
cumferential Fourier decomposition of the nonlinear flow fields to
obtain the vane passing perturbation ub corresponding to each
stacking design as the amplitude of the fundamental circumferen-
tial harmonic �23�. The magnitude of rotor forced response in a
single structural mode to the flow perturbation from each vane
design is estimated in the second part of the method using a

unique nonlinear flow solution Ū as the baseline rotor flow but
one linear harmonic flow response u f to each flow perturbation.
An extra linear harmonic solution ud corresponding to the rotor
vibration in that mode is also necessary for the calculation of
aerodynamic damping. If m structural modes are considered, wake
shaping requires n+m independent linear harmonic calculations: n
for the determination of the harmonic unsteady flow fields u f re-
sponding to the passing of each vane design plus m to determine
the “self-induced” harmonic unsteadiness ud corresponding to
each structural mode. Adopting the adjoint approach, the n+m
linear harmonic flow fields are replaced by m adjoint harmonic
solutions, each adjoint calculation corresponding to one structural
mode. Since the computational costs of the linear and adjoint
codes are comparable, the cost reduction achieved by using the
adjoint approach within wake shaping is proportional to the size n
of the optimization space.

The test case chosen to illustrate the above idea is one stage of
a HP turbine rotor operating at an engine speed of 7346.3 rpm
�70% of the design speed�. This test case was studied in the past
�12� to demonstrate a good agreement between forced response
predictions using a linearized uncoupled approach and the results
from a nonlinear method coupling fluid and structural dynamics.
The turbine stage has 36 stator vanes and 92 turbine blades; this
corresponds to a vane passing frequency of 4407.8 Hz and an
IBPA equal to 140.87 deg. The first torsion �1T� and the second
flap �2F� modes of rotor vibration have natural frequencies close
to resonance �5038.9 Hz and 5107.2 Hz at 70% part speed, re-
spectively� and are considered together.

In order to generate the set of flow perturbations ub correspond-
ing to different vane designs, a linearized relationship has been
used between the variation of the vane stacking about a given
initial design and the phase shift of the flow perturbation corre-
sponding to this datum. It is assumed that a restacking of the vane
changes the shape of the downstream wake at the vane exit
through a pitchwise displacement but leaves the wake “strength”
largely unaffected. Then, at any radial position on the rotor inlet
plane, only the phase of the vane passing harmonic perturbation
ub varies significantly with the vane restacking while its ampli-
tude remains approximately the same. Thus, the initial vane de-
sign produces a flow perturbation which becomes the basis for the
minimization process and the optimal phase shift about this per-
turbation represents the result of wake shaping. Then, the inverse

of the linearized relationship relates the optimal perturbation phas-
ing to the optimal variation of the vane stacking about the datum.

The application of a linearized relationship between stacking
variations and perturbation phase shifts is limited in principle to
small variations of the vane design. If employed in a real vane
design module, it should be first validated against a vane exit
nonlinear flow study; in cases in which the highly nonlinear radial
flow effects are important, the relationship is probably invalid.
However, the validity of this linearized relationship is independent
of the adjoint analysis and is used in this study only thanks to its
ease of implementation in order to illustrate the strength of the
adjoint approach. In other words, if the flow perturbations ub are
the result of independent steady viscous flow calculations about
different vane geometries rather than obtained through phase
shifting a datum, the above discussion in favor of the adjoint
approach remains unchanged.

A linear radial variation from zero at the hub to an extremal
value at the casing is assumed for the phase shift and this extremal
value is used as the coordinate of a one-dimensional optimization
space. The interval of variation for the extremal phase shift has
been chosen between -−180 deg and 180 deg and 25 discrete
points along this variation have been set using a constant step size
of 15 deg. Each of the resulting 25 points corresponds to a par-
ticular vane passing disturbance �and to a particular vane stacking,
as far as design is concerned� and yields a different magnitude of
rotor response. Figure 4 depicts the dependence of the absolute
value of the aerodynamic forcing worksum for the respective 1T
and 2F structural modes on the extremal phase shift. These two
variations have been obtained using one adjoint harmonic solution
for each structural mode rather than one linear calculation for each
mode at each discrete point. The adjoint values have been verified
against the corresponding linear harmonic results at a number of
phase shift values �datum 0 deg, ±90 deg, and ±180 deg� and the
agreement has been found to be excellent.

Shown in Fig. 5 is the midspan distribution of the linear pres-
sure amplitude on the turbine blade as induced by the datum in-
flow perturbation as well as by the perturbations corresponding to
the phase shifts ±180 deg. This plot reveals the fact that the re-
duction in the absolute value of aerodynamic forcing toward the
ends of the interval of phase shift variation is due to the “rephas-
ing” of the inlet flow perturbation as well as to a reduction in the
level of flow unsteadiness. Thus, while the general level of un-
steadiness �measured as the linear pressure amplitude squared and
integrated over the blade surface� has reduced with only about
15% from datum to 180 deg, the worksum absolute values have
dropped with over 30% for both modes and the difference is ac-
counted for by the phase shift of the flow perturbation.

Fig. 4 Variation of the absolute value of the aerodynamic forc-
ing work sum with the value of the extremal phase shift for the
1T and 2F modes of rotor vibration
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Finally, the same two adjoint solutions have been used to com-
pute the aerodynamic damping terms as qHP���q�=vHrd� in
which v is the adjoint solution associated with mode q while q
and q� independently represent the 1T and 2F modes in turn.
Table 1 tabulates these four aerodynamic damping values along
with the corresponding worksums from linear calculations for
comparison; a very good agreement is observed.

Conclusions
The adjoint method has been successfully applied in the past to

steady-state aeronautical optimization to compute efficiently the
sensitivities of objective functions to the underlying design pa-
rameters. This paper has introduced a new 3D viscous harmonic
unsteady adjoint method for the calculation of the aerodynamic
forcing and aerodynamic damping worksum functionals occurring
in turbomachinery forced response predictions. Following the
fully discrete approach, the harmonic adjoint method has been
derived from the discrete linear harmonic equations of flow mo-
tion. The adjoint method is particularly suited to the wake shaping
minimization, in which the worksum values associated with m
modes of rotor vibration and a large number n of different stack-
ing designs of the upstream vanes are computed efficiently using a
single adjoint harmonic solution for each vibration mode. The
benefit from using the adjoint harmonic method is thus a reduction
in the computational cost of the wake shaping method propor-
tional to the number of vane designs considered in the optimiza-
tion space. This benefit has been clearly demonstrated on a HP
turbine rotor test case.
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Nomenclature
A � matrix of linear harmonic problem
d � subscript for aerodynamic damping quantities
f � subscript for aerodynamic forcing quantities

M � conservative to primitive variable transforma-
tion Jacobian

P � matrix of aerodynamic influence coefficients
p̃ � time-dependent pressure at blade surface
p � amplitude of harmonic aerodynamic forces

qn � amplitude of modal vibration normal to blade
q � mode of free structural vibration
R � vector of discrete nonlinear residuals
r̃ � instantaneous value of modal response
r � amplitude of modal response
r � nonhomogeneous term of linear problem
s � nonhomogeneous term of adjoint problem

U � vector of time-dependent discrete flow
variables

Ub � vector of time-dependent far-field boundary
data

Ūb � vector of steady far-field boundary data

Ū � vector of steady discrete flow variables
u � amplitude of harmonic fluid unsteadiness

ub � amplitude of farfield data perturbation
v � adjoint harmonic solution
X � vector of mesh nodal coordinates

Ẋ � vector of mesh nodal velocities
� � inter-blade phase angle
�r � rotor blade pitch
�s � stator vane pitch
� � frequency of forcing

�0 � natural frequency of blade vibration
� � mechanical damping coefficient
� � rotor speed
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Performance Enhancement of
Microturbine Engines Topped
With Wave Rotors
Significant performance enhancement of microturbines is predicted by implementing vari-
ous wave-rotor-topping cycles. Five different advantageous cases are considered for
implementation of a four-port wave rotor into two given baseline engines. In these ther-
modynamic analyses, the compressor and turbine pressure ratios and the turbine inlet
temperatures are varied, according to the anticipated design objectives of the cases.
Advantages and disadvantages are discussed. Comparison between the theoretic perfor-
mance of wave-rotor-topped and baseline engines shows a performance enhancement up
to 34%. General design maps are generated for the small gas turbines, showing the
design space and optima for baseline and topped engines. Also, the impact of ambient
temperature on the performance of both baseline and topped engines is investigated. It is
shown that the wave-rotor-topped engines are less prone to performance degradation
under hot-weather conditions than the baseline engines. �DOI: 10.1115/1.1924484�

Introduction
A growing market for distributed power generation and propul-

sion of small vehicles has motivated a strong interest in design of
small gas turbine systems in the range of 30–300 kW. Known as
microturbines, they are now widely used in the US for distributed
power generation, shaving peak loads, and providing backup
power for critical needs. They propel small commercial aircraft,
unmanned air vehicles �UAV�, and terrestrial vehicles. Microtur-
bines are often the preferred alternative to IC engines, because of
their higher power density and robustness. They present several
advantageous features such as compact size, simple operability,
ease of installation, low maintenance, fuel flexibility, and low
NOX emissions. Furthermore, recent electric-power crises and en-
vironmental concerns have stimulated a strong interest in the re-
search, development, and application of microturbines.

Despite their attractive features, compared with larger gas tur-
bines, microturbines suffer from lower thermal efficiency and
their relative output power, due to their �lower� component effi-
ciencies, limited cycle pressure ratio, and peak cycle temperature.
For example, experimental and theoretical research has shown
that microturbines with pressure ratios of 3–5 without recupera-
tion systems achieve only about 15%–20% efficiency �1,2�. For
many applications improvement of their performance is desirable
to enhance advantages over competing technologies. To achieve
such improvements, current efforts are mainly focused on utilizing
heat recovery devices, developing new high-strength, high-
temperature materials for turbine blades, and improving the aero-
dynamic quality of turbomachinery components �3�. The aerody-
namics of turbomachinery has already yielded very high
component efficiencies up to around 90% �4�. Further improve-
ment is possible, but huge gains seem unlikely especially for
small compressors with unavoidable tip leakage. Geometries of
microturbines make blade cooling very difficult and internal cool-
ing methods applied to larger engines are often impractical for
smaller turbines. Hence, their lifetimes are shorter when using
materials typical of larger gas turbines �5�. Therefore, there is
significant research toward developing advanced metallic alloys
and ceramics for high-thermal-resistance turbine wheels used in

microturbines �6,7�. Utilizing conventional recuperators based on
the use of existing materials can improve the overall efficiency of
microturbines up to 30% �2,8–10�. Despite the attractive feature
of the recuperator concept, a recuperator adds about 25%–30% to
the overall engine manufacturing cost, which is a challenge for
commercialization of microturbines �11–13�. The current trend of
the microturbine market is to reduce the investment cost. There-
fore, alternative devices need to be considered to achieve higher
performance at lower component costs. Topping a microturbine
with a wave rotor device is an appropriate solution.

In a wave-rotor-topped cycle, the combustion can take place at
a higher temperature while the turbine inlet temperature can be
equal to that of the baseline cycle. Also, a pressure gain additional
to that provided by the compressor is obtained by the wave rotor.
Thus, the wave rotor can increase the overall pressure ratio and
peak cycle temperature beyond the limits of ordinary turboma-
chinery. The performance enhancement is achieved by increasing
both thermal efficiency and output work, hence reducing specific
fuel consumption rate considerably. This enhancement is espe-
cially favorable for smaller gas turbines often used for distributed
power generation or propulsion of small vehicles �14–17�.

Wave Rotor History. The first successful wave rotor was
tested by Brown Boveri Company �BBC�, later Asea Brown
Boveri �ABB�, in Switzerland in the beginning of the 1940s �18�
as a topping stage for a locomotive gas turbine engine �19–22�,
based on the patents of Seippel �23–26�. This first unit suffered
from inefficient design and crude integration �21�. Later, BBC
focused on the development of pressure wave superchargers for
diesel engines, anticipating greater payoff �27�. By 1987, their
Comprex® supercharger appeared in the Mazda 626 Capella pas-
senger car �28,29�. Since then, the Comprex® has been commer-
cialized for heavy diesel engines, and also tested successfully on
vehicles such as Mercedes-Benz �30�, Peugeot, and Ferrari �27�.
Such a pressure-wave supercharger offers rapid load response and
scale-independent efficiency, making its light weight and compact
size attractive for supercharging small engines �below about 75
kW or 100 hp� �31,32�.

Propulsion applications resumed in the 1960s, with General
Electric Company �GE�, General Power Corporation �GPC�,
Mathematical Science Northwest �MSNW�, and Rolls Royce de-
veloping prototypes �27,33�. In the 1980s, US agencies like the
Defense Advanced Research Projects Agency �DARPA� and the
Navy sponsored research programs on wave rotor science and
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technology. The 1985 ONR/NAVAIR Wave Rotor Research and
Technology Workshop �33� offered a comprehensive review of
prior work.

Since the late 1980s, a sustained research program at NASA
Glenn Research Center �GRC� collaborating with the US Army
Research Laboratory �ARL� and Rolls-Royce Allison has aimed to
develop and demonstrate the benefits of wave rotor technology for
future aircraft propulsion systems �34–40�. Experimental studies
at NASA on four-port �41� and three-port �42–44� wave rotors
enabled the estimation of loss budgets �45,46� and simulation
code validation �47�. Initially, a simple three-port flow divider
wave rotor was built and tested to evaluate loss mechanisms and
calibrate the simulation code. Next, a four-port pressure ex-
changer was built and was tested to evaluate the pressure-gain
performance for application to a small gas turbine �Allison 250�.
Wave rotor cycles with lower thermal loads have been proposed
�48,49�, and mechanical design issues are being addressed in cur-
rent NASA-sponsored research.

The French National Aerospace Research Establishment
�ONERA� has also investigated wave rotor enhancement of gas
turbines in auxiliary power units, turboshaft, turbojet, and turbo-
fan engines �15�. Consistent with NASA studies �50�, ONERA
anticipates the largest gains and efficiency for engines with a low
compressor pressure ratio and high turbine inlet temperature, such
as turboshaft engines and auxiliary power units.

The objective of the present work is a comprehensive and sys-
tematic performance analysis of two actual microturbines known
as the C-30 and C-60 engines which are topped with a four-port
wave rotor in various wave-rotor-topping cycles. The challenges
and advantages associated with the different implementation cases
are discussed. While the performance evaluation of several gas
turbine engines has been studied extensively �14,15,50�, to the
knowledge of the author, there exits no comprehensive work in-
vestigating the potential benefits of various implementation cases
of wave rotor topping cycles for small gas turbines. The presented
results have been obtained using basic thermodynamic equations
along with the wave-rotor characteristic equation previously vali-
dated using computational tools �14�. The model can be employed
to predict the performance improvement of various wave-rotor-
topping cycles without the need for knowing the details of the
complex fluid mechanics within the wave rotor.

Wave Rotor Description
Wave rotors do not use mechanical components such as pistons

or vaned impellers to compress the fluid. Instead, the pressure rise
is obtained by generating compression waves in appropriate ge-
ometries. It has been proven that for the same inlet and outlet
Mach numbers the pressure gain in time-dependent flow devices
can be much greater than in steady flow devices �51–53�.

The essential feature of wave rotors is an array of channels
arranged around the axis of a cylindrical drum. As schematically
shown in Fig. 1, the drum rotates between two end plates each of
which has a few ports or manifolds, controlling the fluid flow
through the channels. The number of ports and their positions vary
for different applications. By carefully selecting their locations

and widths to generate and utilize wave processes, a significant
and efficient transfer of energy can be obtained between flows in
the connected ducts. Through rotation, the channel ends are peri-
odically exposed to the ports located on the stationary end plates
initiating compression and expansion waves within the wave rotor
channels. Thus, pressure is exchanged dynamically between fluids
by utilizing unsteady pressure waves. Unlike a steady-flow turbo-
machine that either compresses or expands the fluid, the wave
rotor accomplishes both compression and expansion within a
single component. Even though the wave rotor is internally un-
steady, the flows in the ports are almost steady, aside from the
fluctuations due to the opening and closing of the channels as they
enter and exit port regions. Therefore, the wave rotor outflow
shows very low pulsating behavior. To minimize leakage, the gap
between the end plates and the rotor has to be very small, but
without contact under all operating and thermal expansion condi-
tions.

With axial channels and matched port flow alignment, the
power required to keep the rotor at a correctly designed speed is
negligible �54,55�. It only needs to overcome rotor windage and
friction. In such a configuration, the rotor may be gear or belt
driven or preferably direct driven by an electrical motor �not
shown�. Alternatively, a self-driving configuration, known as the
“free-running rotor,” can drive itself by using port flow incidence
on channel walls to turn the rotor �28,30�.

In a conventional arrangement, the wave rotor is embedded
between the compressor and turbine “parallel” to the combustion
chamber. Figure 2 illustrates how a four-port wave rotor is used to
top an unrecuperated �simple� gas turbine cycle. Figure 3 sche-
matically shows how the wave rotor could be embedded physi-
cally into an unrecuperated baseline engine that uses single-stage
radial compressor and turbine. Two practical design arrangements
of installation of a four-port wave rotor in such a gas turbine
engine are described in detail in Ref. �56�.

Fig. 1 Schematic configuration of a typical wave rotor

Fig. 2 Schematic of a gas turbine topped by a four-port wave
rotor

Fig. 3 Schematic example of the physical implementation of a
wave rotor in a gas turbine „exploded view, piping not shown…
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Following the flow path shown in Fig. 2, air from the compres-
sor enters the wave rotor �state 1� and is further compressed inside
the wave rotor channels. After the additional compression of the
air in the wave rotor, it discharges into the combustion chamber
�state 2�. The hot gas leaving the combustion chamber �state 3�
enters the wave rotor and compresses the air received from the
compressor �state 1�. To provide the energy transfer to compress
the air, the burned gas partially expands in the wave rotor en route
to the turbine �state 4�. Due to the pre-expansion in the wave rotor,
the burned gas enters the turbine with a lower temperature than
that of the combustor exit. However, the turbine inlet total pres-
sure is typically 15%–20% higher than the air pressure delivered
by the compressor �40�. This pressure gain is in contrast to the
untopped engine, where the turbine inlet pressure is always lower
than the compressor discharge pressure, due to the pressure loss
across the combustion chamber. As a result of the wave rotor
pressure gain, more work can be extracted from the turbine in-
creasing engine thermal efficiency and specific work. Finally, the
channels are re-connected to the compressor outlet, allowing fresh
pre-compressed air to flow into the wave rotor channels and the
cycle repeats.

The general advantage of using a wave rotor becomes apparent
when comparing the thermodynamic cycles of baseline and wave-
rotor-enhanced engines. Figure 4 shows schematic T-s diagrams of
the baseline engine and the corresponding wave-rotor-topped en-
gine. The shown wave rotor implementation is the one most com-
monly discussed in references, referred to as Case A in this study.
It is evident that both gas turbines are operating with the same
turbine inlet temperature and compressor pressure ratio. Each
wave rotor investigated in this work has zero shaft work. There-
fore, the wave rotor compression work is equal to the wave rotor
expansion work. Thus, the energy increase from state “1b” to “4b”
in the baseline engine and from state “1A” to “4A” in the wave-
rotor-topped engine is the same. This results in the same heat
addition for both cycles. However, the output work of the topped
engine is higher than that of the baseline engine due to the pres-
sure gain across the wave rotor �pt4A� pt4b, where subscript “t”
indicates total values�. Therefore, the thermal efficiency for the
topped engine is higher than that of the baseline engine. The in-
herent gas dynamic design of the wave rotor compensates for the
combustor pressure loss from state “2A” to “3A,” meaning that the
compressed air leaving the wave rotor is at higher pressure than
the hot gas entering the wave rotor.

There are several other important advantages of wave rotor ma-

chines. Their rotational speed is low compared with turboma-
chines, which results in low material stresses. They can respond
on the time scale of pressure waves with no rotor inertial lag.
From a mechanical point of view, their geometries can be simpler
than those of turbomachines. Therefore, they can be manufactured
relatively inexpensively. Also, the rotor channels are less prone to
erosion damage than the blades of turbomachines. This is mainly
due to the lower velocity of the working fluid in the channels,
which is about one-third of what is typical within turbomachines
�55�. Another important advantage of wave rotors is their self-
cooling capabilities. In heat engine applications, the rotor chan-
nels pass both air �being compressed� and hot gas �being ex-
panded� in the cycle at least once per rotor revolution, alternating
faster than thermal diffusion rates. The rotor temperature equili-
brates between the temperature of the cooler air and the hotter gas,
allowing peak cycle temperature above materials limits.

Thermodynamic Calculations
To evaluate the performance enhancement of topping small gas

turbines with wave rotors, a computer program based on a ther-
modynamic approach was created to determine the thermody-
namic properties of the gases in different states of the cycles. The
results are used to calculate the theoretical performance �ex-
pressed by specific cycle work w, thermal efficiency �, and spe-
cific fuel consumption SFC� and the actual T-s diagrams of both
wave-rotor-topped and baseline engines. The methodology is
similar to that introduced by Wilson and Paxson �14� with some
modifications.

For thermodynamic calculations, two unrecuperated microtur-
bine engines called C-30 and C-60 made by Capstone Turbine
Corporation are considered here. The component performance pa-
rameters for the baseline engines are based on information pro-
vided by the manufacturer and are listed in Table 1. For each
engine it is assumed that the compressor inlet condition is known
and is the same for both baseline and wave-rotor-enhanced en-
gines. Considering the same “aerodynamic quality” of the wheels,
the polytropic efficiencies are kept the same for the enhanced and
baseline engine, for the compressor and turbine, respectively. In-
complete combustion of the fuel is reflected by a combustor effi-
ciency of 98% ��Q=0.98�. Also a 2% pressure drop in the com-
bustion chamber is considered ��comb=0.98�. Air enters the
compressor at 300 K. For both air and burned gas constant values
of specific heat coefficients �Cpair=1.005 kJ/kgK, Cpgas
=1.148 kJ/kgK� and specific heat ratios ��air=1.4, �gas=1.33� are
considered. This assumption simplifies the performance calcula-
tions significantly without affecting the qualitative nature of the
results. Consistently with previous wave rotor investigations
�14,15,57�, the wave rotor compression and expansion efficiencies
are assumed as �WC=�WE=0.83. These efficiencies take into ac-
count irreversible effects such as friction. In addition, a wave rotor
compression ratio of PRW= pt2 / pt1=1.8 appears to be conceivable
for the envisioned application �14,15,57� and is chosen for the

Fig. 4 Schematic T-s diagrams for a gas turbine baseline en-
gine and the most common implementation case of a topping
wave rotor

Table 1 Baseline engine data, assuming T0=300 K, Cpair
=1.005 kJ/kgK, Cpgas=1.148 kJ/kgK, �air=1.4, �gas=1.33
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following discussion. In this work all performance plots are
shown for various wave rotor pressure ratios indicating its effect
on the performance enhancement.

Implementation Cases. There are several possibilities to top a
gas turbine with a wave rotor. Considering possible design restric-
tions and preferences, five different advantageous implementation
cases for a wave rotor into a given baseline engine can be intro-
duced as follows:

Case A: same compressor, same turbine inlet temperature
Case B: same overall pressure ratio, same turbine inlet

temperature
Case C: same combustor
Case D: same turbine
Case E: same compressor, same combustion end temperature
Case A: In Case A the pressure ratio of the compressor is kept

unchanged, so the physical compressor of the baseline engine can
also be used for the wave-rotor-enhanced engine provided the
mass flow is kept approximately the same. The pressure in the
combustion chamber of the enhanced engine is increased by the
compression ratio of the wave rotor. This may require modifica-
tions to the structure of the combustion chamber and to the fuel
injection system. The heat addition in the combustor is the same
as for the baseline engine, but it takes place after the energy ex-
change in the wave rotor, hence the heat addition starts at a higher
temperature. Thus, the combustion end temperature is even higher
than that of the baseline engine, possibly requiring additionally a
thermal enhancement of the combustor structure. The turbine of
the topped engine might need to be adapted to efficiently utilize
the higher pressure ratio. The turbine inlet temperature, however,
is the same as that of the baseline engine. As will be shown later,
this implementation case provides the highest thermal efficiency
and specific work and the lowest value of SFC. However, con-
cerns may be raised concerning emissions and combustor design
due to the elevation of combustor pressure and temperature.
Therefore, other topping cycles might be preferred which are dis-
cussed below.

Case B: In Case B the overall pressure ratio for the wave-rotor-
enhanced engine is kept equal to that of the baseline engine, so
that the combustor works under the same pressure. However, for
the wave-rotor-topped engine, the heat addition in the combustor
and the combustion end temperature are greater than those of the
baseline engine. This may require some adaptation of the combus-
tor, especially in the outlet region. The turbine and compressor
work with lower pressure ratios, reducing the design challenges.
Thus, both may be adapted advantageously. This might reduce the
cost of the compressor and turbine due to reduction of stages in
multistage types �mostly axial�, or due to reduction of the tip
diameter in radial types �mostly single-stage�. With a smaller tip
diameter the wheels can be manufactured more economically over
a shorter time from cheaper materials with less strength and on
smaller machines. Besides an attractive performance enhance-
ment, this case additionally provides the highest turbine outlet
temperature of all five cases investigated. The temperature of the
leaving exhaust gas is much higher than that of the baseline en-
gine. Therefore, this case is attractive for an external heat recov-
ery application or for internal recuperation that can enhance the
performance further.

Case C: Case C assumes that it is desirable for the wave-rotor-
enhanced engine to use the unmodified combustor of the baseline
engine. So the overall pressure ratio and combustor inlet and out-
let temperatures for the wave-rotor-enhanced engine are kept
equal to those of the baseline engine. The heat addition in the
combustor is consequently the same.1 The implementation of the
wave rotor considerably reduces the pressure ratio of the turbine

and compressor. The compressor pressure ratio is as low as in
Case B, and the turbine pressure ratio and turbine inlet tempera-
ture are even lower than those in Case B. Thus, the turbine and
compressor could be made from less thermally resistant material.
Compared to the baseline engine, they also could be smaller and
hence less expensive, as discussed in Case B. This might be the
main implementation reason because unfortunately, but not sur-
prisingly, the unambitious combustor constrains the performance
enhancement. It is nearly negligible for the smaller C-30 engine
and even negative for the C-60 engine.

Case D: Case D employs the same physical turbine as the base-
line engine. Due to the wave-rotor-topping, the compressor needs
to produce a lower pressure ratio than that of the baseline engine.
This allows for a smaller and less expensive compressor as dis-
cussed for Cases B and C. The pressure in the combustion cham-
ber and the combustion end temperature are higher than those of
the baseline engine, but lower than those of Case A. Hence, less
effort might be required to adapt the structure and fuel injection of
the combustion chamber. As a result of the lower pressure ratio in
the compressor, hence lower compressor discharge temperature,
the heat addition in the combustor has to be more than that for the
baseline engine to utilize the same allowed turbine inlet tempera-
ture. This case gives the second highest performance increase for
both baseline engines.

Case E: Case E is similar to Case A but the combustion end
temperature �the cycle peak temperature� is restricted to the tur-
bine inlet temperature of the baseline engine in order to avoid
additional thermal requirements on the combustor design. The
overall pressure ratio is the same as in Case A because this case
employs the same physical compressor as for the baseline engine.
Thus, the overall pressure ratio is greater than that of the baseline
engine, by the wave rotor pressure ratio. The heat addition in the
combustor is less than that for the baseline engine because to the
wave rotor compression work is added to the fluid before com-
bustion. The turbine in the topped cycle works with a slightly
greater pressure ratio than the turbine of the baseline engine, but
the turbine inlet temperature is less than that for the baseline en-
gine. In fact, it is the lowest of all cases investigated. This may
give the option to produce the turbine wheel at a lower cost out of
less thermally resistant material.

According to the state numbering introduced in Fig. 2, Fig. 5
visualizes all five cases in schematic T-s diagrams. Path
0-1b-4b-5b represents the baseline cycle and 0-1i-2i-3i-4i-5i �i
=A, B, C, D, E� indicates the wave-rotor-topped cycles, where the
subscripts indicate the case. One of the five cases might be pref-
erable for a practical design, however, intermediate design cases

1The wave rotor compression efficiency is greater than the compressor efficiency.
Therefore, the combustor inlet temperature is in fact negligibly smaller and hence the
heat addition is negligibly greater than that in the baseline engine.

Fig. 5 Schematic T-s diagrams for a baseline cycle and five
different wave-rotor-topped cycles
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are possible. In the following it is assessed how the wave-rotor-
topping enhances the performance of C-30 and C-60 baseline gas
turbine engines.

Analytical Procedure. According to state numbering intro-
duced in Fig. 2, the following steps are taken to calculate the
thermodynamic properties of the gases in different states of the
topped cycle:

Path 0-1: Compressor. With the given compressor inlet tem-
perature �T0=Tt0�, the compressor outlet total temperature and
pressure are calculated from the adiabatic relations:

Tt1 = Tt0 +
Tt0

�C

��C

�air−1

�air − 1� �1�

pt1

p0
=

pt1

pt0
= �C �2�

where the compressor isentropic efficiency ��C� relates the com-
pressor pressure ratio ��C� to the compressor polytropic effi-
ciency ��PC� through:

�C =
�C

�air−1

�air − 1

�C

�air−1

�air�PC − 1

�3�

For Cases A and E, the compressor pressure ratio is equal to that
of the baseline engine �e.g., for C-30 engine �C=3.6 and for C-60
engine �C=4.8�. However, for Cases B and C its value is calcu-
lated by dividing the baseline compressor pressure ratio with the
wave rotor compression ratio �PRW�. For Case E, the value of �C
is calculated in a way that keeps the pressure at the turbine inlet
equal for both baseline and topped engines. This calculation can
be performed by inversely solving of Eqs. �1�–�21�. The compres-
sor specific work is obtained by:

wC = Cpair�Tt1 − Tt0� =
CpairTt0

�C
��C

�air−1

�air − 1� �4�

Path 1-2: Compression in the Wave Rotor. The flow properties
after the wave rotor compression process are obtained from the
adiabatic relations similarly to those of the compressor:

Tt2 = Tt1 +
Tt1

�WC
�PRW

�air−1

�air − 1� �5�

pt2

pt0
=

pt2

pt1

pt1

pt0
= PRW · �C �6�

Path 2-3: Combustion Chamber. The value of fuel–air ratio
�f =mf /mair� can be obtained by applying the energy �first law�
equation to the combustion chamber:

�Q f hPR = �1 + f�CpgasTt3 − CpairTt2 �7�

where hPR=43,000 kJ/kg is the heating value used for all calcu-
lations here. This equation gives f as:

f =
CpgasTt3 − CpairTt2

�Q hPR − CpgasTt3
�8�

Alternatively, f can be expressed based on the turbine total inlet
temperature �Tt4� and the compressor total exit temperature �Tt1�.
For this purpose, the wave rotor compression and expansion spe-
cific work �per unit mass of air flow� are defined, respectively, as
follows:

wWC = Cpair�Tt2 − Tt1� �9�

wWE = �1 + f�Cpgas�Tt3 − Tt4� �10�

Here, it is considered that ṁ1= ṁ2= ṁair and ṁ3= ṁ4= ṁair+ ṁf.
Other cycles exist in which the mass flow rates ṁ1 and ṁ2 are not
the same, and, correspondingly the mass flow rates ṁ3 and ṁ4
may not be equal either. These cycles are not considered here.
Using Eqs. �9� and �10�, Eq. �7� can be expressed as:

�Q f hPR = �1 + f�CpgasTt4 + wWE − wWC − CpairTt1 �11�

Because the net output work of the wave rotor is zero �wWC
=wWE�, solving for f leads to:

f =
CpgasTt4 − CpairTt1

�Q hPR − CpgasTt4
�12�

For Cases C and E, Tt3 is equal to the baseline inlet turbine tem-
perature, therefore, Eq. �8� is used to calculate f . For Cases A, B,
and D, where Tt4 is a known value and is equal to the baseline
inlet turbine temperature, f can be obtained from Eq. �12�. The
relation between Tt3 and Tt4 can be found by equating Eqs. �9� and
�10�:

Tt3 = Tt4 + � Tt1

�WC
�PRW

�air−1

�air − 1�� Cpair

�1 + f�Cpgas
�13�

Finally, the total pressure after the combustion chamber is ob-
tained by:

pt3

pt0
=

pt3

pt2

pt2

pt0
= �comb · PRW · �C �14�

Path 3-4: Expansion in the Wave Rotor. To obtain the turbine
inlet total pressure �pt4�, it is convenient to express the wave rotor
compression work and the expansion work in terms of pressure
ratios:

ẆWC = ṁairCpair�Tt2 − Tt1� =
ṁairCpairTt1

�WC
�PRW

�air−1

�air − 1� �15�

ẆWE = �ṁair + ṁf�Cpgas�Tt3 − Tt4� = �ṁair + ṁf�Cpgas�WETt3

��1 − � PO

�combPRW
��gas−1/�gas� �16�

where PO= pt4 / pt1 is the gain pressure ratio across the wave rotor.
Equating the compression work to the expansion work leads to:

CpairTt1

�WC
�PRW

�air−1

�air − 1� = �1 + f�Cpgas�WETt3

��1 − � PO

�combPRW
��gas−1/�gas�

�17�

Substituting Tt3 from Eq. �13� into Eq. �17� and some algebra
gives:

PO = �combPRW	1 −
A 1

�WE�WC
B

1 + A 1
�WC

B

�gas/�gas−1

�18�

where

A =
Cpair

�1 + f�Cpgas
�19�

B =
Tt1

Tt4
�PRW

��air−1�/�air − 1� �20�

Equation �18� is a modified version of the “wave-rotor character-
istic” equation introduced in the literature �14�. This equation rep-
resents the performance of the wave rotor. By using Eq. �18�, the
turbine inlet total pressure is obtained by:
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pt4

pt0
=

pt4

pt1

pt1

pt0
= PO · �C �21�

Path 3-4: Turbine. The turbine specific work �per unit mass of
air flow� can be calculated knowing the pressure ratio across the
turbine:

WT = �1 + f�Cpgas�Tt4 − Tt5� = �1 + f��TCpgasTt4�1 − � pt0

pt4
�

�gas−1

�gas �
�22�

Assuming the turbine expands the hot gas leaving the wave rotor
to atmospheric pressure �pt5= pt0�. As a result, the total tempera-
ture of the gas leaving the turbine �Tt5� can be calculated from the
above equation.

After calculating the thermodynamic properties of all states in
the cycle, it is possible to calculate the engine performance pa-
rameters. The net specific output work produced by the engine can
be calculated by subtracting the turbine specific work from the
compressor work as w=wT−wC. With the amount of specific heat
addition through the combustion process being defined as q
= f .hPR, the thermal efficiency can be written as �=w /q. Finally,
the specific fuel consumption �SFC� is calculated by SFC= f /w.

Predicted Performance Results
Case A is the most common case discussed in the literature and

it gives mostly the best performance enhancement. Therefore, it is
discussed here in more details. Figure 6 illustrates the increase of
cycle thermal efficiency �dash dot� and specific work �dashed�,
and the decrease of specific fuel consumption �solid� with increas-
ing wave rotor pressure ratio PRW for both C-30 and C-60 topped
engines. The plot visualizes how the effect develops from the
baseline engine with PRW=1 until PRW=2 which might be a prac-
tical limit for the investigated application. However, if the wave
rotor pressure ratio increases beyond this limit, the trend already
shows that the rate of increase of the effect diminishes while
technical problems may increase. With a conceivable wave rotor
pressure ratio of 1.8, the thermal efficiency of the baseline cycle
increases from 14.9% to 20.0% for the C-30 engine and from
19.4% to 24.2% for the C-60 engine. Simultaneously, the specific
work increases from 128 to 171 kJ/kg for the C-30 engine and
from 184 to 231 kJ/kg for the C-60 engine. The specific fuel
consumption �SFC� of the C-30 engine decreases from 0.156 to
0.116 kg/kN.s and it reduces from 0.120 to 0.095 kg/kN.s for
the C-60 engine.

A better picture of the performance improvement is obtained by
calculating the relative increases of thermal efficiency, specific
work, and the relative decrease of SFC as shown in Fig. 7. For
Case A, the relative increases of thermal efficiency and specific
work �dash–dot� are precisely the same as it is obvious from �
=w /q where the heat addition q= f .hPR is the same for both
topped and baseline engines. For a wave rotor pressure ratio of
1.8, Fig. 7 indicates an attractive relative performance improve-
ment in thermal efficiency and specific work of about 33.8% and
a 25.2% reduction in SFC �solid� for the C-30 engine. The C-60
engine shows a 25.1% enhancement in thermal efficiency and
specific work and a 20.1% reduction in SFC.

More detailed documentation of these cases are not presented
here. The reader is referred to Ref. �16�. Instead, numerical values
of the predicted performance enhancement of all five investigated
cases with a wave rotor pressure ratio of 1.8 are summarized in
Table 2. In this table, �T represents the turbine pressure ratio.
Subscript “gain” indicates the relative increase of thermal effi-
ciency and specific work and decrease of SFC. Table 2 shows that
Case A gives the highest performance increase for both baseline
engines. After Case A, Case D gives the highest overall perfor-
mance for the C-30 engine as for the C-60 engine. However, Case
E provides the second highest thermal efficiency and the lowest
SFC for the C-60 engine.

Figure 8 shows maps of the relevant design space for Cases A,
B, and D for each engine. The only fixed parameters are turbine
inlet temperature, the polytropic efficiencies of the compressor
and turbine corresponding to the respective baseline engine, and
the combustion chamber pressure loss as indicated in the upper-
right hand corner legend of each map. Performance maps valid for
Cases C and E of the C-30 and the C-60 engines are shown in Fig.
9 which have lower turbine inlet temperatures than that indicated
in Fig. 8. Instead, Cases C and E have the same combustion end
temperature as the baseline engine, as indicated in the upper-right
hand corner of these maps.

The maps allow predicting the performance of the wave-rotor-
enhanced engine in terms of thermal efficiency �green�, specific
work �blue�, and SFC �red� for any combination of the compressor
pressure ratio �abscissa� and the wave rotor pressure ratio PRW
�parameter labeled in black�. In these maps, the multiplication of
compressor pressure ratio pt1 / p0 and wave rotor pressure ratio
PRW determines the overall cycle pressure ratio pt2 / p0 �orange�.
The locus of optimum compressor pressure ratio points �for high-
est thermal efficiency and specific work at each achievable wave
rotor pressure ratio� are connected by black solid lines. The op-
tima for SFC are found at the same combination of the compres-

Fig. 6 Thermal efficiency, specific work, and SFC for the wave-rotor-topped engines versus the
wave rotor pressure ratio and overall pressure ratio, Case A consideration
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sor pressure ratio and PRW as the optima of the thermal efficiency.
Such maps are not only very useful to explore the possible

enhancement of already existing baseline engines, but they also
serve well for selecting a design point or region for designing a
new wave-rotor-topped engine. In all plots, the performance
points of the baseline engine �PRW=1� and the wave-rotor-
enhanced engines of all cases with a wave rotor pressure ratio of
PRW=1.8 can be found. For instance in Fig. 8, starting from the
performance point of the baseline engine, the performance values
for Case A are found by moving vertically upwards �e.g., along
the dashed line for constant compressor pressure ratio pt1 / p0� un-
til the corresponding performance curve of the expected wave
rotor pressure ratio is crossed. Case B is found by moving along a
line of constant overall pressure ratio pt2 / p0 �orange�.

The results indicate that for every compressor pressure ratio in
each design space shown here, the performance of the topped
engine is always higher than that of the corresponding baseline
engine with the same compressor pressure ratio �Case A consid-
eration�. The increase of PRW always increases the performance.
However, for higher compressor pressure ratios the benefit of us-
ing a wave rotor progressively diminishes. In fact, for compressor

pressure ratios greater than around 11, almost no benefit can be
obtained for the C-30 engine. An identical statement applies to the
C-60 engine for compressor pressure ratios above around 15. The
benefit is clearly the greatest for lower compressor pressure ratios.
This suggests that the wave-rotor-topping for microturbines with
low compressor pressure ratios can produce the greatest relative
benefit. Moreover, as expected and known for baseline engines
�PRW=1�, it is also true for wave-rotor-topped engines that the
compressor pressure ratio for the maximum specific work is al-
ways less than that of the maximum thermal cycle efficiency.
However, with increasing wave rotor pressure ratio, the optima
come closer together, while moving towards lower compressor
pressure ratio. This can be viewed as an additional advantage for
applying wave rotors to small gas turbines with low compressor
pressure ratios. So as the plots show, adding a wave rotor with a
1.8 pressure ratio to C-30 or C-60 baseline engines with a com-
pressor pressure ratio pt1 / p0=3.6 or pt1 / p0=4.8, respectively, al-
ready brings the design point into the optimum range for highest
specific work and nearly half way closer to the optimum for high-
est thermal efficiency.

Fig. 7 Relative values of thermal efficiency, specific work, and SFC for the wave-rotor-
topped engines versus the wave rotor pressure ratio and overall pressure ratio, Case A
consideration

Table 2 Performance comparison between baseline engines and five cases of wave-rotor-
topping with a wave rotor pressure ratio of 1.8
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Comparison Between Adding a Second Compressor Stage
and Wave-Rotor-Topping. The wave-rotor-topping competes
mainly against adding a second compressor stage to the single
stage baseline engine. In this competition one major advantage of
the wave-rotor-topping is that the wave rotor favorably operates
mechanically independently from the high-speed engine shaft.
Therefore, adding a retrofit wave rotor does not require the rede-
sign of the challenging dynamic system. Even if the compressor
or turbine wheel is adapted subsequently to utilize the full poten-
tial of the wave-rotor-topping, the dynamic system may change
but not as dramatically as if a second compressor stage was added.
Thus, by default the wave rotor is a system for achieving similar
thermodynamic advantages as by adding a second compressor
stage or a high pressure spool, but with many fewer dynamic
challenges.

To justify the wave-rotor-topping approach further, the perfor-
mance results of both competing solutions are compared below.
For the addition of a second compressor stage, performance data
are calculated for the five most probably relevant pressure ratios
of the second stage described here:

�c2 = PRW.

A �perhaps� logical way to compare both systems would be to
assume the same compression ratio for the second compressor

stage as for the wave rotor. Hence the compression ratio of the
second compressor stage would be �c2=1.8, because the assumed
wave rotor compression ratio is PRW=1.8.

wC2 = wC1

More likely, when the effort of adding a second compressor stage
is undertaken, the designer would not limit the pressure ratio of
the second stage to �C2=1.8. It might be desired to a add second
compressor wheel that is similar to the existing first stage �or the
same� for reasons such as using existing experience, or producing
both wheels cost effectively as identical wheels, or producing
them geometrically similar using the same or slightly modified
tools. This approach can be modeled by setting the compressor
shaft work of the second stage equal to that of the first stage,
simulating the same angular momentum change of the flow in
both stages at the same shaft. Because the inlet air temperature for
the second stage is much higher, the pressure ratio of the second
stage is less than that of the first stage �C2��C1.

�C2 = �C

Alternatively, it could simply be assumed that the pressure ratio of
the second stage is equal to the pressure ratio in the first stage.
This is a common design approach.

Fig. 8 Performance map for wave-rotor-topping of gas turbines, Cases A, B, and D

Fig. 9 Performance map for wave-rotor-topping of gas turbines, Cases C and E
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�C�wnet�opt. and �C���opt.

It might be desirable to compare the wave-rotor-topped engine
with a two-stage compressor engine that has an overall pressure
ratio �C2 ·�C1 corresponding to the optimum for maximum spe-
cific work �C�w�opt or the optimum for maximum efficiency
�C���opt.. The resulting values for specific work and thermal
efficiency, respectively, are the maximum values actually obtain-
able by enhancing the pressure ratio of a conventional compressor.
The values of ��w�opt and ����opt can be found by using perfor-
mance maps in Figs. 8 and 9 and following the curves for PRW
=1 to their optimum points.

In all performance calculations above, it is assumed that the
polytropic compression efficiency of the second stage is equal to
that of the single stage baseline compressor The performance val-
ues of all these two-stage-compressor cases as well as intermedi-
ate cases can also be read off the performance maps in Figs. 8 and
9 following the curves for PRW=1. The compressor pressure ratio
at the abscissa then corresponds to the overall pressure ratio
�C2 ·�C1.

The performance results are compiled for the C-30 engine in
Table 3 and for the C-60 engine in Table 4 for all five two-stage-
compressor cases described above. The two-stage-compressor en-
gines are compared with the wave-rotor-topped engine Case A and
Case E. These cases are more suitable to be compared with two-
stage-compressor engines for a few reasons. Both cases employ
the same compressor as the first stage of the baseline engines.
Case A has shown the highest performance improvement and it
represents the maximum performance achievable for a wave-
rotor-topping cycle. In Case E, the baseline compressor is the
same and the combustion end temperature is the same as for the
baseline engine �not requiring any thermal enhancement of the
combustor�. It can be understood that this is exactly the case for
the two-stage-compressor engine, where the combustion end tem-

perature is simultaneously the turbine inlet temperature �which is
never the case for wave-rotor-topping�. The two-stage-compressor
values may also be compared with the wave-rotor-topping Cases
B, C, and D using the supplied data in Table 2.

Tables 3 and 4 show that the gain in predicted overall effi-
ciency, specific shaft work, and SFC of the wave-rotor-topped
engine in Case A is always greater than any obtainable values for
the two-stage-compressor engine. A look at the maps in Fig. 8
easily verifies this for the relevant design space. In Fig. 8 the
performance points for Case A lie well above any point at the
curves for PRW=1 where all the performance data of the two-
stage-compressor engine can be found. For the C-30 engine, Case
E in Table 3 still shows a higher performance than any two-stage-
compressor configuration. For the C-60 engine, however, Case E
in Table 4 achieves nearly the same performance as a two-stage-
compressor engine with a second-stage compression ratio in the
range between the two optima for maximum specific work
and maximum overall efficiency �minimum SFC�, �C2
=1.52,… ,2.55. Finally, the results show again that the compres-
sor pressure ratio for the maximum specific work is always less
than that of the maximum overall cycle efficiency �minimum
SFC�.

Besides the drawbacks of the two-stage-compressor implemen-
tation already mentioned, a second compressor stage adds not
only a second compressor wheel, it always requires an enhanced
combustor capable for higher combustion pressure and a turbine
adapted to considerably higher pressure ratio. Finally, it requires
an enhanced engine shaft, transmitting much more compression
work. Quite opposite for the wave-rotor-enhanced engine, the
transmitted compression work for all considered wave-rotor-
topping cases is always either less �Cases B, C, D� or the same as
for the baseline engine �Cases A and D�. The combustion pressure
ratio can be kept the same �Cases B and C�. Furthermore, the

Table 3 Performance comparison between adding a conventional second compressor stage
and wave-rotor-topping Cases A and E with a wave rotor pressure ratio of 1.8; baseline engine
C-30

Table 4 Performance comparison between adding a conventional second compressor stage
and wave-rotor-topping Cases A and E with a wave rotor pressure ratio of 1.8; baseline engine
C-60
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pressure ratio that has to be accommodated in the turbine is al-
ways less for the wave-rotor-topped engine than for the two-stage-
compressor engine with the same or greater overall pressure ratio,
causing likely fewer problems when adapting the turbine. For the
wave-rotor-topping Cases B and C, the turbine pressure ratio is
even less than that of the single stage baseline engine. Addition-
ally, in Cases C and E the wave-rotor-topping even lowers the
turbine inlet temperature, which allows the designer to use a tur-
bine made of a lower cost material.

Effect of Compressor Inlet Temperature. It is well known
that the performance of gas turbines is affected by varying ambi-
ent conditions �58�. For instance, both thermal efficiency and out-
put power of a gas turbine engine with a fixed turbine inlet tem-
perature decrease when the compressor inlet temperature rises.
This is disadvantageous if a stationary gas turbine is installed in
hot-weather locations. Under this consideration, it is proved in the
following that for such conditions the wave-rotor-topping is even
more advantageous.

For simulation, it is assumed that the compressor isentropic
efficiency stays constant although a slight decrease might be ex-
pected. It is furthermore assumed that the specific compression
work stays constant since the compressor geometry does not
change. Hence, the compressor pressure ratio decreases by in-
creasing ambient temperature due to basic thermodynamics. For
the baseline engine it is obvious this results in a lower turbine
pressure ratio and less specific work produced by the engine.

The performance values of the wave-rotor-enhanced engines of
Cases A and B, which are the most considered cases discussed in
the literature, for compressor inlet temperatures of 250, 300, and
350 K are shown in Figs. 10 and 11, respectively, for a range of
wave rotor compression ratios PRW=1,… ,2.

For the wave-rotor-enhanced engines, the general performance
trend is the same as baseline engines. However, while the absolute
performance degrades at higher ambient temperatures for baseline
and topped engines, performance gains of the enhanced engines
relative to the baseline engines increase, making this technology
even more desirable for applications under hot-weather condi-
tions. This reversed effect is visualized in the figures especially in
the lower part showing the relative gains of the topped engines.

Wave Rotors for Gas Turbines with Recuperations. Figure
12 shows a block diagram of a recuperated gas turbine
topped with a four-port wave rotor. The wave rotor is placed after
the compressor and before the recuperator. Figure 13 shows a
schematic T-s diagram of the baseline engine and the correspond-
ing wave-rotor-topped engine for Cases A and B. Path 0-1b-
2b

*-4b-5b-5b
* represents the baseline cycle and path 0-1i-2i-2i

*-
3i-4i-5i-5i

* �i=A and B� indicates the wave-rotor-topped cycles.
Only Cases A and B are considered in this study due to their high
potential for performance improvement under recuperated condi-
tions. All calculations have been presented only for the C-30 en-
gine, while the conclusions are valid for the C-60 engine, too.

Fig. 10 Effect of ambient temperature-overall thermal efficiency, specific work, and specific fuel con-
sumption versus wave rotor pressure ratio and overall pressure ratio for Case A
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The analytical approach to analysis such wave-rotor-topped re-
cuperated cycles has been introduced by the authors in previous
work �59� and is not stated here. Instead, Table 5 summarizes the
obtained results and shows a comparison between performance
improvements of the simple and recuperated engines for imple-
mentations of both Cases A and B. It is seen from the table that
the baseline engine �C-30 without the wave rotor� with recupera-
tion has much higher efficiency �about twice� and lower SFC than
those of the unrecuperated baseline engine due to the reduction of

heat addition in the combustion process, as expected. As ex-
plained before, implementation of Case A into the baseline engine
results in a significant performance improvement of the unrecu-
perated engine, however, the thermal efficiency and SFC improve-

Fig. 11 Effect of ambient temperature-overall thermal efficiency, specific work, and specific fuel con-
sumption versus wave rotor pressure ratio and overall pressure ratio for Case B

Fig. 12 Schematic of a recuperated gas turbine topped by a
four-port wave rotor

Fig. 13 Schematic T-s diagram for a recuperated baseline
cycle and two wave-rotor-topped cycles
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ments of the recuperated engine are much less than that of the
specific work. In Case B, however, the topped recuperated cycle
has higher performance compared to the unrecuperated engine and
its thermal efficiency and SFC gains are even more than those of
Case A. Case B takes advantage of the fact that the temperature
difference between the air and the gas entering the recuperator of
the topped engine �Tt5B−Tt2B� is more than that of Case A
�Tt5A−Tt2A�. This results in a higher recuperation effect for Case
B. The results clearly demonstrate the advantage of implementing
Case A for unrecuperated engines and implementing Case B for
recuperated engines. The results also indicate that the recuperator
enhances thermal efficiency and SFC better, while the wave-rotor
is mostly better for enhancing the specific work output. Therefore,
substituting a recuperator with a wave rotor may be guided by a
preference for high power output and reduced unit cost, consider-
ing that a recuperator contributes about 25%–30% to the unit cost
�11–13� and a wave rotor may be cheaper.

Conclusion
For the implementation of a wave rotor into two simple-cycle

microturbines C-30 and C-60, the present investigation predicts an
attractive performance enhancement for both baseline engines.
The smaller C-30 engine would benefit more from the wave-rotor-
topping than the C-60 engine. The C-30 engine overall efficiency
and specific work may increase by up to 34% and for the C-60
engine by up to 25%. Five different cases of implementing a wave
rotor into the existing baseline engines are investigated. Ideally,
one of the three main components �compressor, combustor, or
turbine� would remain unchanged when a wave rotor is imple-
mented. However, compromises may be considered for tests or
cost-effective prototype development, keeping two or even all
three main components unchanged. Case A, in which the baseline
compressor remains completely unchanged, appears to be the
most beneficial case. However, the combustor works under higher
pressure and with higher combustion end temperature. The turbine
pressure ratio increases as well. Thus, an adaptation of the turbine
wheel may be desired to utilize the obtained potential optimally.
Other cases with unchanged overall pressure ratio �Cases B and
C�, with unchanged combustion end temperature �Cases D and E�
or unmodified turbine �Case D� are investigated as well. Case B
gives an increased turbine exit temperature and is therefore espe-
cially attractive for external heat recovery applications or internal
recuperation, which would enhance the performance even more.
Sacrificing some performance enhancement, the wave-rotor
implementation can yield other advantages like decreased turbine
inlet temperature �Cases C and E�, reduced compressor pressure
ratio �Cases B, C, and D� or reduced turbine pressure ratio �Cases
B and C�, which can reduce the gas turbine cost. Further, adding a
wave rotor instead of a second compressor stage results in better

or similar performance enhancement and has many other advan-
tages. While a second compressor stage alters the dynamic system
tremendously and always increases the combustion pressure, tur-
bine inlet pressure and compressor work transmitted through the
shaft, a wave-rotor implementation requires no or only minor
changes to the dynamic system of the gas turbine spool. It can
keep the combustion pressure the same, can even reduce the tur-
bine inlet pressure or temperature and the transmitted shaft work
for the compressor. Furthermore, it is shown that the performance
degradation at higher temperatures is much less for the wave-
rotor-topped engines than for the baseline engines, making this
technology even more desirable for applications under hot-
weather conditions. Finally, it is shown that the recuperator is
better for improving overall thermal efficiency and specific fuel
consumption, while the wave-rotor-topping is better for increasing
the specific work output. Cost considerations may additionally
favor the wave-rotor.
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The Development of a
Dual-Injection Hydrogen-Fueled
Engine With High Power and High
Efficiency
To achieve high power and high efficiency in a hydrogen-fueled engine for all load
conditions, the dual-injection hydrogen-fueled engine, which can derive the advantages of
both high efficiency from external mixture hydrogen engine and high power from direct
cylinder injection was developed. For verifying the feasibility of the above engine, a
high-pressure hydrogen injector of ball-valve type and actuated by a solenoid was devel-
oped. A systematic experimental study was conducted by using a modified single-cylinder
dual-injection hydrogen-fueled engine, which was equipped with both an intake injector
and high-pressure in-cylinder injector. The results showed that (i) the developed high
pressure hydrogen injector with a solenoid actuator had good gas tightness and fine
control performance, (ii) the transient injection region, in which injection methods are
changed from external fuel injection to direct-cylinder injection, ranged from 59 to 74%
of the load, and (iii) the dual-injection hydrogen-fueled engine had the maximum torque
of direct-cylinder fuel injection and the maximum efficiency of external fuel mixture hy-
drogen engines. �DOI: 10.1115/1.1805551�

Introduction

Two major types of hydrogen-fueled engines have been devel-
oped over the years. These two types are �i� those using external
fuel mixture preparation and �ii� those using direct-cylinder fuel
injection �1–4�. The use of an external fuel mixture preparation
has the advantages of a simple configuration and high efficiency
�5�, but low power due to backfire occurrence at high load �6,7�.
On the other hand, a direct-cylinder fuel-injection engine in which
only air is induced during the intake process can obtain high
power by avoidance of backfire occurrence �8�; but its thermal
efficiency becomes relatively lower due to a poor hydrogen-air
mixing rate, hydrogen leakage in the high-pressure injector, and
the losses associated with the injection system �9,10�.

The final goal of the engine development is to achieve high
power and high efficiency simultaneously for practical use. It is
difficult for the case of external mixture preparation and for
direct-cylinder injection to meet these requirements because of the
above reasons �11�. The dual-injection hydrogen-fueled engine,
which can derive the advantages of both high efficiency from
external mixture and high power from direct-cylinder injection,
was introduced by the authors �12�. The dual-injection hydrogen-
fueled engine uses only external mixture under idling and low
load because no backfire occurs. For the case of high load, most of
the fuel is injected directly into the cylinder during the compres-
sion process and the rest, which guarantees that the intake mixture
is lean enough so that no backfire occurs, is supplied into the
intake pipe to increase the mixing rate �13�.

To realize the dual-injection hydrogen-fueled engine, a high-
pressure hydrogen direct-cylinder injector installed in the cylinder
head is necessary. This injector has to be capable of good gas
tightness against injected high-pressure hydrogen gas, and it also
has to accurately control the amount of fuel injection correspond-

ing with that of an intake injector under high engine speed. Most
of the hydrogen injectors used in previous hydrogen engines have
not met the above requirements.

The fuel-injection regions of dual-injection hydrogen-fueled en-
gines are divided into external fuel-injection, transient-injection,
and direct-cylinder fuel-injection regions. The transient-injection
region is one in which the injection methods are varied from ex-
ternal fuel injection to direct-cylinder fuel injection. If the injec-
tion method is shifted rapidly in this transient-injection region, it
may affect unfavorably on the hydrogen-air mixing rate and,
therefore, on the combustion performance. This may result in un-
stable operation, such as higher cycle variations and more torque
fluctuations. The suitable injection conditions in the transient in-
jection region, therefore, have to be established to obtain stable
combustion and high performance for the dual-injection
hydrogen-fueled engine.

At the beginning of this study, a high-pressure hydrogen injec-
tor using a poppet valve of ball-valve type and actuated by a
solenoid was developed to verify the feasibility of the dual-
injection hydrogen-fueled engine development. An experimental
single-cylinder engine was modified into the dual-injection
hydrogen-fueled engine by equipping this engine with both this
high-pressure injector and a low-pressure injector. The proper in-
jection timing for the direct-cylinder injection was determined by
cycle analyses of the two kinds of dual-injection hydrogen-fueled
engines. The suitable operating conditions, including the transient-
injection region and engine performances, were established by
using the experimental dual-injection hydrogen-fueled engine.
The feasibility of this engine, which can achieve high power or
high efficiency according to load conditions, was also evaluated
by comparing with the performance characteristics of typical hy-
drogen engines.

Cycle Analyses and Determining the Proper Dual Injec-
tion Cycle

Cycle Analyses of the Dual Injection Hydrogen Engines.
The method of direct-cylinder injection is divided by injection
timing into two types. The first type is the method of injection
early in the compression process, and the other type is that of
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injection late in the compression process. Since direct-cylinder
injection is adopted at high load for the dual-injection hydrogen-
fueled engine, there are also two types of the dual-injection
hydrogen-fueled engines injecting at early compression process
and at late compression process. These engines are called the
dual-injection hydrogen engines with early direct-cylinder injec-
tion and with late direct-cylinder injection, respectively.

For the purpose of investigating the proper cycle for dual-
injection hydrogen engines, both cycles of early direct-cylinder
injection and late direct-cylinder injection were examined. This
examination is based on theoretical, idealized cycles.

Early Direct-Cylinder Injection. Figure 1�a� shows the p-V
diagrams of the theoretical cycle of the dual-injection hydrogen
engine with early direct-cylinder injection. For the case of low
load, hydrogen fuel is only supplied into the intake pipe and the
fuel-air mixture is burned under near-constant volume combus-
tion, like the 2–3 processes. The cycle diagram for this case is
equal to the Otto cycle. For high load, the in-cylinder pressure is
increased, due to the supplied energy, by direct-cylinder injection;
hydrogen and air are pre-mixed and then burned under near-
constant volume combustion. So, the theoretical cycle of the dual-
injection hydrogen engine with early direct-cylinder injection is
the same as for the typical Otto cycle for all load conditions.

Because hydrogen gas is induced quickly by direct-cylinder in-
jection, the temperature and the pressure of the working fluid
during the constant volume process, 1�–1�, are changed under an
adiabatic process. Define R f e ��mass of external fuel/mass of
total fuel� as the ratio of the amount of fuel supplied into intake
pipe to the amount of total fuel supplied in the cycle. A value of
zero for R f e means only direct in-cylinder injection, and a value of
100% for R f e means only external mixture. The theoretical ther-
modynamic thermal efficiency �de of the dual-injection hydrogen
engine with early direct-cylinder injection is given by

�de�1��1�k
Bk�1�de�1

Bk�1��de�1 �
(1)

where,

→�de�1�
Hu f

��a fCva�Cv f �T1�k�1Bk�1

B�
m1�

m1�
�

�a f�1

�a f�R f e

where � is compression ratio, k is the specific heat ratio, Hu f is the
lower heating value of hydrogen, Cva and Cv f are the specific
heats at constant volume for air and hydrogen, �a f is the air-fuel
mass ratio, and T1 is the initial temperature.

The theoretical mean effective pressure pmi(de) is

pmi�de ���de

p1�kBk�1��de�1 �

Sc�k�1 ����1 �
(2)

where p1 is initial pressure, and Sc�(�a fCva
�R f eCv)/(�a fCva�Cv f).

Late Direct-Cylinder Injection. The theoretical p-V diagram
of the dual-injection hydrogen engine with late direct-cylinder in-
jection is shown in Fig. 1�b�. The cycle for low load is the same as
for the early direct-cylinder injection due to only using external
mixture. But, for high-load operating conditions, a lean hydrogen-
air mixture is induced into the cylinder during the intake process.
This mixture undergoes a near-constant volume premixture com-
bustion process and most of the hydrogen fuel injected into the
cylinder undergoes a near-constant pressure-combustion process.
The dual-injection hydrogen engine with late direct-cylinder in-
jection, therefore, theoretically works on the Dual cycle having
both constant volume and constant pressure combustion processes
at high load.

The pressure ratio, �dl(�p2� /p2), and the shut off ratio, 	
(�V3 /V2�), meaning the quantity of supplied heat energy in the
2 – 2� and the 2 – 3� processes are concerned with the ratio of the
amount of fuel injection R f e . The theoretical thermal efficiency
for the above engine �dl is as follows:

�dl�1��1�k� �dl	
kSR�1

SC��dl�1 ��k�dl�	SR�1 � � (3)

where

→�dl�1�
R f eHu f

��a fCva�R f eCv f �T1�k�1

	�� 1�
�1�R f e�Hu f

��a fCva��1�R f e�Cv f �T1�k�1�dl
� � SR

SR�
�a fRa�R f eR f

�a fRa�R f

And the theoretical mean effective pressure pmi(dl) is given by

pmi�dl ���dl

p1�k
��dl�1 ��SC
�1�dl�	SR�1 ��

�k�1 ����1 �
(4)

Considering hydrogen and air as ideal gases of diatomic mol-
ecules, the theoretical specific heat ratios of hydrogen and air are
equal in Eqs. �3� and �4�. So, SR is equivalent to SC .

Determining the Proper Dual-Injection Cycle. Compres-
sion ratios of conventional SI engines are mainly limited by knock
occurrence, but compression ratios for hydrogen engines depend
on backfire as well as knock due to the fast burning velocity, low
ignition energy, and wide flammability of hydrogen gas.

Backfire phenomenon is generally attributed to a fresh mixture
in the cylinder being ignited by any ignition source while the
intake valve is open. For the case of low load, fuel injection into
the intake pipe is used, and then the fresh mixture related to back-
fire exists in the intake pipe and in-cylinder for both types of
dual-injection hydrogen engines. This means that the compression
ratios for these engines are subject to backfire occurring under
external injection region, though the compression ratio of the Dual
cycle is basically higher than that of the Otto cycle. So, compres-
sion ratios for the two types of the dual-injection hydrogen-fueled
engines may be similar to each other. For the same compression
ratio, the dual-injection hydrogen engine with early direct-

Fig. 1 Theoretical p-V diagrams of the dual-injection hydrogen
engine cycle for early and late direct-injection timing
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cylinder injection is more favorable than that with late direct-
cylinder injection because the thermal efficiency of the Otto cycle
is higher than that of the Dual cycle.

In general, the thermal efficiency of a direct-injection hydrogen
engine becomes relatively lower compared to an external-mixture
hydrogen engine due to the short hydrogen-air mixing duration
and less mass of hydrogen gas �14�. To enhance the poor mixing
rate due to the above reasons, a portion of the hydrogen gas is
induced by auxiliary external injection into the intake pipe in the
case of high load for the two types of dual-injection hydrogen
engines. Though the enhancement effect of the mixing rate is
aided by the auxiliary injection, the mixing of hydrogen and air in
the cylinder for the direct-cylinder injection mainly relies on the
mixing duration, which is the period after fuel injection and up
until ignition. The dual-injection hydrogen engine with early
direct-cylinder injection, which has a longer mixing duration, is
also more favorable than that with late direct-cylinder injection
with respect to the mixing rate.

Furthermore, the higher injection pressure �for the dual-
injection hydrogen engine with late direct-cylinder injection� has
disadvantages in a practical application due to the difficulties of
keeping gas tightness, use of a high-pressure hydrogen gas, and
fuel supply system. The early direct-cylinder injection, therefore,
is employed as the proper direct-injection method for the dual-
injection hydrogen-fueled engine for the above reasons.

Experimental Apparatus and Methods

High-Pressure Hydrogen Injector of Ball-Valve Type Actu-
ated by a Solenoid. A high-pressure hydrogen injector for the
dual-injection hydrogen engine should be capable of keeping gas
tightness against high-pressure hydrogen gas. Its driving parts,
which are in contact with the hydrogen gas, must not wear out by
the nonlubricant property of hydrogen. In addition, a high-
pressure hydrogen direct-cylinder injector interlocking with an in-
take injector has to control the amount of fuel injection under
high-speed operation.

A high-pressure hydrogen injector of the ball-valve type and
actuated by a solenoid was developed to meet the above require-
ments. Figure 2 shows a schematic cutaway diagram of this high-
pressure hydrogen, direct-cylinder injector. It consists of a sole-

noid actuating part, push-rod, and injection valve part of ball type
and a holder with injection holes. The design concept of this in-
jector is based on those of poppet-valve-type and ball-valve-type
high-pressure hydrogen injectors, which are actuated by a hydrau-
lic driving system. This type of injector has been developed by the
authors in preceding research, which was concerned with the
direct-cylinder injection hydrogen engine �15,16�.

The solenoid actuator, compared to the hydraulic actuator, can
easily control the injection parameters and has a faster response
under high-speed operation. Due to the high pressure of the sup-
plied hydrogen gas and the high spring tension acting on the pop-
pet valve, the driving force generated from a conventional sole-
noid is not enough to actuate a high-pressure hydrogen injector.
For adopting a solenoid actuator, it is necessary to decrease the
driving force required by the hydrogen injector. This driving force
has been reduced by using the principle of pressure-offset due to
the area difference between the poppet valve fillet and the piston
for generating the differential pressure. The piston for generating
the differential pressure is installed at the valve stem end, and its
area is a little larger than that of the poppet valve fillet.

The differential pressure due to the area difference automati-
cally closes the poppet valve. The O-ring is inserted in the piston
to prevent hydrogen leakage. The valve spring installed below the
piston has the primary role of keeping the hydrogen injector clos-
ing, even though the hydrogen supplement is shut off, and it has
the secondary role of helping the poppet valve to return back to
the valve seat. The wear between the valve stem and the stem
guide due to the nonlubricant property of hydrogen gas will cause
the valve center to be eccentric and results in poor gas tightness.
In general, the ball valve is always apt to be fitted with the valve
seat because it has a spherical geometric surface. Furthermore, the
rotation of the ball valve during its operation has an effect to
polish the valve seat. This can lead to better gas tightness. To
further improve the gas tightness of the high-pressure hydrogen
direct-cylinder injector, the poppet valve face is formed into a ball
shape as shown in Fig. 3. To rotate the poppet valve, the blade is
installed in a valve-head direction of the valve stem. The piston
and the valve stem end are linked by a spherical pair structure to
prevent the valve stem from being eccentric. The valve rotation
force is generated by the kinetic energy of the hydrogen jet flow
passing through the blade in the valve stem. The blade is located
10 mm from the valve head. Its geometric configurations are 1.5
mm wide, 1.5 mm high, 3.5 mm long and 30 deg deflection angle.

Fig. 2 Schematic cutaway diagram of the high-pressure hy-
drogen injector of ball-valve type with solenoid actuator

Fig. 3 The poppet valve face with a shape of ball in the high-
pressure hydrogen injector
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The shape of entrance passage toward the blade is a nozzle type
for the conversion of the hydrogen pressure energy to kinetic en-
ergy.

The combustion and performance of the hydrogen engine with
direct-cylinder injection mainly depends on the homogeneity of
the hydrogen-air mixture, which is affected by the injection pres-
sure, the configuration of the injection holes, the combustion
chamber shape, and the in-cylinder flow pattern. The hydrogen
momentum decreases rapidly after injection due to its low density.
For the cases of constant engine operating conditions, therefore, a
configuration of the injection holes should be a very important
factor to enhance the in-cylinder mixing rate of the. The visual-
ization of the mixing process and the analysis of engine perfor-
mance have been carried out to determine the suitable configura-
tion of the injection holes in the previous studies. The nine-hole
type, which is the most favorable among the proposed five types
as shown in Fig. 4 �17�, is used in this hydrogen injector.

Figure 5 shows the leakage flow rate of hydrogen gas as a
function of the number of injections. The leakage flow rate in-
creased to about 800 injections and then rapidly decreased as the
number of injections is further increased. The leakage rate be-
comes as low as 50 cc/min for over 1600 injections. This may be
caused by the fact that the gas tightness of the hydrogen injector is
improved by the polishing effect of the valve seat due to valve
rotation. This leakage rate is negligible as it is estimated to be less
than about 0.5% of the lean flammable limit of the hydrogen
mixture at 1000 rpm engine speed. The increasing and decreasing

tendencies of the leakage rate mean that the polishing effect by the
poppet valve rotating contributes to the improvement of the gas
tightness of the hydrogen injector.

Dual Injection Hydrogen Fueled Engine. Figure 6 shows
the experimental dual-injection hydrogen-fueled engine. It is a
single-cylinder 500 cc engine with 9:1 compression ratio, and
made by modifying conventional engine parts. Table 1 lists the
main engine specifications for this engine.

For proper use of the external mixture or the direct-cylinder
injection according to the load conditions, the low-pressure intake
injector and the high-pressure direct-cylinder injector as men-
tioned above are installed in the intake pipe and cylinder head,
respectively. The low-pressure hydrogen injector is modified from
a conventional CNG injector �SPI�. The installed location of the
low-pressure intake injector is 100 mm from the intake valve
stem, and the installed location of the high-pressure direct-
cylinder injector is at the flywheel end of cylinder head with a 60
deg slope.

Because of the low ion density of hydrogen-air mixture flames,
much residual electric energy may remain in the ignition system
of a hydrogen engine after normal ignition �18�. Discharging this
residual energy abnormally during the intake process or valve
overlap would lead to backfire occurrence �19�. For preventing
abnormal ignition, a high value of earth resistance is connected to
a secondary coil of a full transistor-type ignition system.

The coolant is supplied into the cylinder head, the cylinder
block and the oil cooler separately. The coolant temperature is
controlled by using a solenoid valve installed at the coolant pas-
sage outlet.

Experimental Apparatus and Method. Figure 7 is a sche-
matic diagram of the experimental apparatus, including the dual-
injection hydrogen-fueled engine, the hydrogen supply system,

Fig. 4 Five types of the injection hole configurations

Fig. 5 The leakage flow rate of the high-pressure hydrogen
injector as a function of the number of injections

Fig. 6 Photograph of the dual-injection hydrogen engine

Table 1 Specifications of the dual injection hydrogen engine

Engine Single cylinder
Bore 86.0 mm
Stroke 86.0 mm
Displacement volume 500 cc
Combustion chamber Pent-roof type
Compression ratio 9:1
Ignition system Full transistor type
Cooling type Water cooling
Spark-plug Cold rating type
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the dynamometer unit, the injector control system, and the data
acquisition system. Hydrogen gas �decompressed from a high-
pressure cylinder by a two-stage regulator� is induced into the
low-pressure intake injector and high-pressure direct-cylinder in-
jector. The lift of the hydrogen injector is measured by a gap
sensor �Ono-Sokki, VE231� installed in the back of the solenoid
armature plate. The injection timing and injection duration of the
injectors are varied by the electronically controlled injection sys-
tem with 8255I/O detecting TDC and angle signals. For prevent-
ing the solenoid from overheating and improving its response,
electric current with peak-hold wave form is supplied to the sole-
noid. The coil suppressor, consisting of a resistance and a diode, is
installed in each end of the solenoid in parallel to remove the
counterelectromotive force, which occurs when the solenoid is
shut off.

The experiment is to measure whether backfire occurs or not
and to determine the engine performance as a function of the
injection timing, the injection pressure, the fuel-air equivalence
ratio, and the ratio of the amount of fuel supplied into the intake
pipe to the amount of total fuel supplied in the cycle R f e . The
pressures of the intake injection and direct-cylinder injection are
varied from 3 to 5 bar, and from 20 to 30 bar, respectively. The
fuel-air equivalence ratio is changed from 0.3 to 1.2 by 0.1. The
R f e is increased from 0% to its maximum value, where no back-
fire occurs. For each experiment, the coolant temperature, engine
speed, intake throttle valve, and spark timing are fixed with values
of 70 °C, 2000 rpm, WOT �Wide Open Throttle�, and MBT �Mini-
mum spark advance for Best Torque�, respectively.

Suitable Operating Conditions of Dual Injection

Injection Timing and Injection Pressure

For the Intake Injection. Figure 8 shows the torque and the
backfire limit �BFL� equivalence ratio for the case of the external
mixture as a function of the intake injection pressure. The BFL
equivalence ratio is defined as the upper limit of the fuel-air
equivalence ratio where the hydrogen engine can be normally op-
erated without backfire occurrence. The injection timing is set to
intake TDC according to the above results. The torque is almost
constant with all intake injection pressures. But the BFL equiva-
lence ratio is decreased as the intake injection pressure is in-
creased. This may be caused by the possibilities that any ignition
source causing backfire occurrence and burning velocity are in-
creased due to the difference of mixing rate and the increase of
flow velocity of in-cylinder mixture according to variation of in-
jection pressure. The thermal efficiency of the dual-injection hy-
drogen engine with external mixture is higher than direct-cylinder
injection so that it is reasonable that the BFL equivalence ratio is
expanded to increase the thermal efficiency of the dual injection

as high as possible. From the above results, intake TDC for intake
injection timing and the 3 bar for injection pressure are adopted,
respectively.

Figure 9 illustrates the torque and the intake air flow rate in the
dual-injection hydrogen engine using only the external mixture as
a function of intake injection timing. The highest torque is shown
at intake TDC injection, and the torque has decreasing tendency as
the intake injection timing is advanced or retarded from intake
TDC. But the intake air flow rate is gradually decreased with
retarding the intake injection timing. It may be due to the decrease
of entrainment duration entraining an air into hydrogen jet in-
jected with high speed. With the advance of injection timing, the
torque is decreased in spite of the increase of intake air flow, since
a small portion of the induced hydrogen in cylinder is leaked out
to the exhaust pipe during the valve overlap. The torque is de-
creased by the decrease of the amount of intake air flow with the
retard of the injection timing from intake TDC.

Fig. 7 Schematic diagram of experimental apparatus

Fig. 8 The torque and the intake air flow of the dual-injection
hydrogen engine with external mixture

Fig. 9 The torque and the BFL equivalence ratio of the exter-
nal mixture for each intake injection pressure
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For Direct Cylinder Injection. Figure 10 shows the torque and
the thermal efficiency using only direct-cylinder injection as a
function of injection timing for three injection pressure condi-
tions. The torque shows a little increase until the injection timing
is retarded to the intake valve close timing �55 deg aBDC�, but
then remains unchanged in spite of further retarding the injection
timing. The decrease of the torque before intake valve close tim-
ing is caused by a restriction of the induction of intake air mass
flow due to the increasing of in-cylinder pressure related to direct
injection.

The thermal efficiency shows an increasing tendency with the
advance of injection timing because the hydrogen-air mixing du-
ration becomes relatively longer. As hydrogen is injected before
intake valve close, a portion of the hydrogen flows back into
intake pipe. This hydrogen-air mixture that flowed back into the
intake pipe could cause a backfire occurrence. It is concluded that
the proper direct-injection timing is, therefore, 120 deg bTDC
�retarded by 5 deg from the intake valve close timing�.

As shown in Fig. 10, the torque and the brake thermal effi-
ciency are essentially unchanged in spite of increasing the direct-
cylinder injection pressure, and higher injection pressures have
the disadvantages of more difficult gas tightness and practical use.
So, for direct injection pressure, 20 bar is confirmed as the proper
condition.

Transient Injection Region „Changing Injection Method….
The injection regions of the dual-injection hydrogen-fueled engine
can be divided according to the fuel supply method into �i� the
region of external mixture preparation, �ii� the transient-injection
region of changing injection method, and �iii� the region of direct-
cylinder injection. The transient-injection region is defined as the
shift region of injection method where the amount of external fuel
mixture is decreased and that of direct-cylinder injection is in-
creased, simultaneously.

The brake thermal efficiencies and the occurrence point of
backfire with engine loads are shown for the hydrogen engine
with external mixture and direct-cylinder injection in Fig. 11. Us-
ing external mixture injection has higher brake thermal efficien-
cies compared with direct-cylinder injection, but normal operation
is restricted to under 62% of load because of backfire occurrence.
The start point of transient injection region, therefore, has to be
prior to 62% of load. Determining the end point of that, it is worth
regarding how to increase the relative low-brake thermal effi-

ciency of direct injection as high as possible. The low thermal
efficiency of direct injection is due to the shorter hydrogen-air
mixing duration. As mentioned previously, supplying a portion of
hydrogen into the intake pipe of the dual injection engine before
direct-cylinder injection could enhance the mixture homogeneity
and lead to higher brake thermal efficiency. To evaluate the effect
of an auxiliary supply of external mixture on the brake thermal
efficiency, the brake thermal efficiency of direct cylinder injection
is investigated with the amount of hydrogen gas supplied into the
intake pipe, and the results are also shown in Fig. 11. The direct-
cylinder injection with some external mixture has a higher brake
thermal efficiency than only direct injection as a whole. The brake
thermal efficiency shows further increased tendency as the amount
of the external mixture is increased. The more auxiliary external
mixture is supplied with direct injection, the higher its brake ther-
mal efficiency is increased. But the amount of external mixture
supplied with direct-cylinder injection depends on backfire occur-
rence. The upper limited value of engine load operated without
backfire occurrence is around 75% in 47% of R f e , and 77% in
22% of R f e . Under 10% of R f e , nonbackfire appears and a little
increment of brake thermal efficiency is shown. This means that
the transient-injection region should start around 62% and end
around 78% of load. Using 5% to the above range for a safe
margin for maintaining reliable normal operation, the transient
injection region ranged from 59 to 74% of load.

The brake thermal efficiency varied little for up to 10% supple-
ment of hydrogen gas into intake pipe. Since the auxiliary supply
of the external mixture in the direct-cylinder injection region con-
tributes to the enhancement of the mixture homogeneity and the
utilization of the low-pressure hydrogen gas, it seems to be better
that about 10% of external mixture to total fuel amount is supplied
in the region of direct-cylinder injection.

The heat release per cycle and the fuel-air equivalence ratio of
the dual-injection hydrogen engine operated in the transient-
injection region are shown in Fig. 12. The heat release continu-
ously increased with the increase of load. The fuel-air equivalence
ratio is increased until the end point of the region of external
mixture, but adversely decreased from the transient-injection re-
gion and then increased again from that of direct-cylinder injec-
tion. Although the heat release is increased in the transient-
injection region, the fuel-air equivalence ratio is decreased by the

Fig. 10 The torque and the brake thermal efficiency of direct-
cylinder injection for each injection pressure as a function of
injection timing

Fig. 11 The brake thermal efficiency and where backfire oc-
curs for external mixture and direct-cylinder injection with the
change of the amount of external mixture
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increase of intake air flow due to reducing of the amount of intake
hydrogen injection. The fuel-air equivalence ratio for direct-
cylinder injection begins to increase in accordance with the in-
crease of the amount of fuel mass acquired because the amount of
intake air mass flow is fixed. For these reasons, the transient-
injection region from 59 to 74% of load is equivalent to be from
��0.7 in the region of external mixture to ��0.65 with 10% of
R f e in the region of direct-cylinder injection.

Injection Conditions in the Transient-Injection Region.
Figure 13 shows the torque and brake thermal efficiency in the
transient-injection region as a function of the R f e . Here, 0% in
R f e means only direct injection and 100% in R f e means only
external mixture. The brake thermal efficiency is highest for a
fuel-air equivalence ratio of 0.6 and decreases slightly with the
increase of the fuel-air equivalence ratio. As the R f e is increased,
the brake thermal efficiency is also increased by the tendency of
the enhancement of mixture homogeneity, but the torque is de-
creased due to the decrease of the amount of intake air flow in

spite of the increasing effect of the brake thermal efficiency. The
reduction rate of torque is increased by the decrease of intake air
flow mass. The torque reduction rate is about 6.2% at the fuel-air
equivalence ratio of 0.65, and about 12% at an equivalence ratio
of 0.7.

Three processes �A, B, and C in Fig. 14� of changing the fuel
supply during the transient-injection period are examined. These
three processes change the fuel-air equivalence ratio and the R f e
in the transient injection region as shown in Fig. 14. These three
processes have to avoid the upper limited R f e to avoid backfire
occurrence in the beginning stage of the transient-injection region,
hence the process of the transient-injection region has to start with
the increase of d�/dR f e .

The A-process begins to change injection method for condition
of the largest d�/dR f e than any other process. It decreases both
the fuel-air equivalence ratio and the R f e up to the lower fuel-air
equivalence ratio than that of the end point of the transient injec-
tion region, and then increases the fuel-air equivalence ratio and
decreases the R f e . The A-process can obtain higher thermal effi-
ciency in the transient injection region because it passes near to
��0.6, where thermal efficiency is relatively higher. But if the
d�/dR f e is increased so much, it is difficult to control the amount
of fuel injection and could cause the fluctuation of torque.

For the case of the B-process, the fuel-air equivalence ratio and
the R f e are decreased until its fuel-air equivalence ratio is the
same as that of the end point of the transient-injection region, and
then the R f e is decreased with the constant fuel-air equivalence
ratio. As the R f e is decreased under the constant fuel-air equiva-
lence ratio, the amount of the direct-cylinder injection is increased
by the increase of intake air mass flow due to the reduction of the
amount of intake fuel injection. This may result in the torque
fluctuation of the dual-injection hydrogen engine; hence, this pro-
cess has a demerit in that the intake air flow is controlled by the
throttle valve installed in the intake pipe.

The C-process is to decrease the fuel-air equivalence ratio and
the R f e gradually in the transient injection region. Comparing with
the other processes, it is easy to control the amount of fuel and the
engine output, and the unstable operation should rarely occur. The
thermal efficiency of the C-process is lower than that of the
A-process, but its difference is very slight and the C-process has a
better controllability on the amount of fuel injection. Therefore,

Fig. 12 The heat release per cycle and the fuel-air equivalence
ratio of the dual-injection hydrogen engine

Fig. 13 The torque and the thermal efficiency in the transient
region with the change of Rfe

Fig. 14 Three types of processes how to change injection
method in the transient region
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the C-process is confirmed to be the suitable injection condition in
the transient injection region from the above results.

Characteristics of Performance in the Dual Injection
Hydrogen Engine

Combustion and Operation Characteristics. Figure 15
shows the comparison of the in-cylinder pressure of the dual-
injection hydrogen engine with that of direct-cylinder injection
hydrogen engine for the same fuel amount. The conditions for this
test are that the R f e of the dual injection is 30% and the spark
timing is 10 deg bTDC. The maximum pressure of the dual injec-
tion is 48 bar, which is a little higher than the 45 bar of the
direct-cylinder injection. The appearance point of maximum pres-
sure is also advanced about 2 deg more than for the direct injec-
tion case. This seems to be caused by the fact that the combustion
in the dual injection is promoted due to the enhancement of
hydrogen-air mixing rate by the auxiliary hydrogen gas injection
into the intake pipe during the intake process.

To clarify these tendencies, the combustion durations are inves-
tigated as a function of R f e , and the results are shown in Fig. 16.
Here, constant fuel mass is supplied into the cylinder though R f e
is changed. The combustion duration is obtained from an en-
semble average of the in-cylinder pressure data from 100 cycles.

The combustion duration, which is the duration of 0–100%
mass burned rate, has a decreasing tendency with the increase of
the R f e . This tendency may be explained by the fact that the
combustion promotion depends on the increase of the fuel-air
equivalence ratio by the decrease of the intake air mass flow and
the enhancement of mixing rate. The duration of 0–10% mass
burned rate shows almost the same 8 deg crank angle regardless
of the change of the R f e , the duration of 10–90% is decreased
due to the enhancement of mixing state with the increase of the
R f e , and the duration of 90–100% shows a slight decreasing ten-
dency.

In general, higher maximum in-cylinder pressures increases
NOx emission so that a dual-injection hydrogen engine may be
inclined to have increased NOx emissions. But a dual-injection
method may have a stratifying effect on the hydrogen-air mixture.
Potentially, this could lead to the decrease of the maximum tem-
perature and, thus, NOx emission would be decreased with the
retard of direct injection timing �20�. Lean burn, EGR, and ex-

haust aftertreatment are considered the possible strategies to
achieve a near-zero emission level for a dual-injection hydrogen
engine as would be true for a conventional hydrogen engine. NOx
emission is one of the important remaining problems that must be
solved before the hydrogen engine may be put into production.
Therefore, possible strategies for reducing NOx emission for the
dual-injection hydrogen engine will have to be investigated in the
next research step.

Figure 17 represents the minimum spark advance for the best
torque �MBT� as a function of load. As the load of the dual-
injection hydrogen engine is increased, the MBT is retarded in the
region of external mixture, but advanced slightly in the transient-
injection region and retarded adversely in the region of direct-
cylinder injection. One of the most important parameters in deter-

Fig. 15 The comparison of in-cylinder pressure of the dual
injection with that of direct cylinder injection

Fig. 16 The combustion duration of the dual-injection hydro-
gen engine at each Rfe

Fig. 17 The minimum spark advance for best torque of the
dual-injection hydrogen engine as a function of load
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mining the MBT is the combustion duration, which is essentially
dependent on the fuel-air equivalence ratio. Since the fuel-air
equivalence ratio is increased according to the increase of the
engine load, the MBT is retarded as a whole. The fuel-air equiva-
lence ratio is decreased by the reduction of intake air flow rate in
the transient injection region so that the MBT is a little advanced.
Although a point of inflection of the MBT exists in the transient-
injection region, this may not be a problem to control spark igni-
tion timing because the differences are negligible.

Figure 18 shows the fuel mass flow rate and the COVimep with
the increase of the load. The COVimep is defined as the coefficient
of variation of the indicated mean effective pressure. The numbers
of consecutive sample cycles are 100. The figure shows the total
fuel amount of the dual injection is nearly proportional to the load,
and its gradient of increment has the increasing tendency from
90% of the load. For the transient injection region, the fuel
amounts of intake injection and direct-cylinder injection are var-
ied with a little higher deviation in the beginning stage and gradu-
ally in the later stage.

It can be also seen that the COVimep of the dual-injection engine
is a little higher than that of the external mixture, but lower than
that of the direct-cylinder injection as a whole. The COVimep of
the transient-injection region is slightly increased by the decrease
of the external mixture and the increase of the direct-cylinder
injection. The COVimep of the dual injection does not exceed about
5% that could cause unstable engine operation. This means that
the dual-injection hydrogen engine can be operated with good
stability for all load conditions. No combustion noise or vibration
were observed in the transient-injection region where the injection
methods are changed.

Effect of Dual Injection on Improving Performance. The
torque and brake thermal efficiency of the dual-injection hydrogen
engine as compared to external mixture and direct-cylinder injec-
tion are shown in Fig. 19. As the mass flow rate of injected fuel is
increased, the torque of external mixture and the dual injection are
increased. But the maximum value of external mixture is toward
��0.75 due to backfire occurrence, whereas that of the dual in-
jection continues to be increased about up to ��1.1. The maxi-
mum torque of the dual injection is higher by 60% than that of the
external mixture, and it is almost equal to that of the direct-
cylinder injection. The torque of the dual injection in the transient-
injection region is increased proportionally with the increase of
the amount of supplied energy without its fluctuation.

The brake thermal efficiency of the dual injection, as compared
to direct-cylinder injection, is improved for all load conditions.
The improvement in low load is remarkable. The incremental rate
of the brake thermal efficiency by adopting the dual injection
represents about 22% for low load and about 5.3% for high load
conditions, compared to direct injection.

Considering the above results, it was verified that the dual-
injection hydrogen-fueled engine can be operated with stability
and achieve both maximum power of direct-cylinder injection hy-
drogen engine and the maximum efficiency of an external-mixture
hydrogen engine.

Summary and Conclusions
Several tasks were completed to develop the dual-injection

hydrogen-fueled engine with high power and high efficiency.
First, a high-pressure hydrogen injector of ball-valve type actu-
ated by a solenoid was developed. This high-pressure injector and
an intake injector were installed on a modified single-cylinder
dual-injection hydrogen engine. The systematic experimental
studies on the proper direct-cylinder injection method, the suitable
operating conditions, including the transient injection region, and
the characteristics of combustion and power were investigated by
using the above experimental engine. In addition, the feasibility of
achieving high power and high efficiency were evaluated by com-
paring to typical hydrogen engines. In summary,

1. The gas tightness of the high-pressure hydrogen injector
with a solenoid actuator was improved by the use of a pop-
pet valve face with a spherical shape, the linkage of spheri-
cal pair structure between the valve stem end and the piston
for generating differential pressure, and the rotation of the
poppet valve.

2. Considering the theoretical cycle analyses and the facilities
of practical use, the dual injection with early direct injection
during compression process was more reasonable than that
with late direct injection.

3. The transient injection region, in which the injection meth-
ods are quickly varied from external fuel injection to direct-
cylinder fuel injection, ranged from 59 to 74% of load. The
best fuel supply method to obtain stable operation in the
transient injection region was determined to be when both
the fuel-air equivalence ratio and the R f e were decreased
gradually.

Fig. 18 The fuel mass flow rate and COVimep of the dual-
injection hydrogen engine as a function of load

Fig. 19 The comparison of the torque and the thermal effi-
ciency of the dual-injection engine with that of external mixture
and that of direct injection
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4. The maximum torque of the dual-injection hydrogen engine
was increased by about 60% compared to a hydrogen engine
using external mixture preparation, and the brake thermal
efficiency was higher by about 22% at low load compared
with direct-cylinder injection hydrogen engine.

5. From the above results, it was shown that the dual-injection
hydrogen engine is feasible. This engine can derive the ad-
vantage of both high efficiency from external mixture and
high power from a direct-cylinder injection hydrogen en-
gine, and has stable operation performance for all load con-
ditions. Further studies on the dual-injection hydrogen en-
gine will be needed for the continued refinement of this
concept.
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The Advanced Injection Low Pilot
Ignited Natural Gas Engine:
A Combustion Analysis
The Advanced (injection) Low Pilot Ignited Natural Gas (ALPING) engine is proposed as
an alternative to diesel and conventional dual fuel engines. Experimental results from full
load operation at a constant speed of 1700 rev/min are presented in this paper. The
potential of the ALPING engine is realized in reduced NOx emissions (to less than
0.2 g/kWh) accompanied by fuel conversion efficiencies comparable to straight diesel
operation. Some problems at advanced injection timings are recognized in high unburned
hydrocarbon (HC) emissions �25 g/kWh� and poor engine stability reflected by high
COVIMEP (about 6%). This paper focuses on the combustion aspects of low pilot ignited
natural gas engines with particular emphasis on advanced injection timings (45°–60°
BTDC). Ignition phasing at advanced injection timings (�60° BTDC), and combustion
phasing at retarded injection timings (�15° BTDC) are recognized as important com-
bustion parameters that profoundly impact the combustion process, HC emissions, and
the stability of engine operation. �DOI: 10.1115/1.1915428�

Introduction
The drive for “ultra” low emissions from combustion engines

of the future has fueled widespread research in alternative com-
bustion strategies �1–4�. Homogeneous charge compression igni-
tion �HCCI� engines, lean burn spark-ignited �SI� natural gas en-
gines, and pilot ignited natural gas engines have emerged as
possible alternatives to the conventional diesel engine, whose fu-
ture application may be limited due to objectionable levels of NOx
and particulate matter �PM� emissions. HCCI engines, while
promising very low emissions, are still faced with challenges in
ignition and combustion control at high brake mean effective pres-
sures �5�. Pilot ignited natural gas engines have received consid-
erable attention in recent years because the lean combustion of
natural gas produces relatively insignificant amounts of PM and
reduced NOx compared to the burning of straight diesel fuel �6�.
Low pilot ignited natural gas engines employ the compression
ignition of small diesel pilots, which account for about 2%–3% of
the total fuel energy input, to ignite a premixed mixture of natural
gas and air. The motivation for smaller diesel pilots stems from
the fact that in traditional dual fuel engines, where as much as
20% or more of the total fuel energy input is supplied from diesel
and the remaining fuel energy from natural gas, the NOx emis-
sions increase with increasing pilot quantities �7�. Conventional
NOx reduction strategies in pilot ignited natural gas engines utilize
retarded injection timings �15°–35° BTDC� �8,9�. However, this
approach often results in reduced fuel conversion efficiencies. The
ALPING engine is presented as a viable and more effective alter-
native to retarded injection strategies to reduce NOx while main-
taining satisfactory performance. In this engine, a small diesel
pilot is injected into the cylinder at advanced injection timings

�45°–60° BTDC� and is subsequently compression ignited to
achieve combustion in a premixed mixture of natural gas and air.
It has been demonstrated that at these injection timings, a judi-
cious choice of intake manifold temperature and pressure results
in very low NOx �less than 0.2 g/kWh� at all loads with diesel-
like fuel conversion efficiencies �10,11�. However, the low NOx
emissions are accompanied by increased ��20 g/kWh� unburned
hydrocarbons �HC�, which are predominantly methane, increased
CO emissions ��5 g/kWh�, and increased combustion variability
�COVIMEP of about 6%� at advanced injection timings of 55°–60°
BTDC. The reduction in NOx is attributed to a fundamental dif-
ference in combustion at advanced injection timings �45°–60°
BTDC� compared to retarded injection timings �15°–35° BTDC�.
This paper attempts to characterize the nature of cyclic variability
in combustion and its effect on engine-out emissions at advanced
and retarded injection timings.

Experiment
Figure 1 is a schematic of the experimental setup used to test

the ALPING engine. The experiments were carried out in a single-
cylinder Caterpillar 3401 engine. Table 1 lists the engine specifi-
cations. The engine was coupled to a dc dynamometer through a
torque meter. Intake, exhaust, coolant, and oil temperatures were
measured using type-K thermocouples. To simulate turbocharging,
compressed inlet air was heated in a surge-tank and fed to the
intake manifold while the exhaust back pressure was controlled by
regulating the pressure in the exhaust tank. In all tests, city natural
gas was used. Gas composition analysis, reported in Table 2,
showed that the natural gas contained predominantly methane �ap-
proximately 98.3%�.

The intake airflow rate �ṁa� and natural gas flow rate �ṁng�
were measured using a laminar flow element and a thermal mass
flow meter, respectively. Pilot injection of diesel fuel was
achieved using a customized accumulator-type common rail injec-
tion system. The system is capable of consistently metering a
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minimum injected quantity of 4.6 mm3/stroke and a maximum
injected quantity of 20 mm3/stroke. Additional details of the pilot
injection system, its design, and operating principles are provided
elsewhere �3,12�. Crank resolved pressure data acquired over 150
engine cycles were used in a two-zone thermodynamic heat re-
lease analysis program �13� to obtain experimental heat release
and mass burn rates and other combustion parameters.

The exhaust emissions were measured by an integrated emis-
sions bench. The emissions were sampled near the exhaust port
and directed to the emissions bench through a heated sample line.
Total hydrocarbons �HC� and NOx were measured in the hot, un-
dried sample using a heated flame ionization detector �HFID� and

a chemiluminescent detector �CLD�, respectively. The exhaust
sample was cooled and dried prior to the measurement of O2, CO,
and CO2. The species CO and CO2 were measured using the
nondispersive infrared method �NDIR� and O2 was measured by
the paramagnetic method in a separate analyzer.

The engine tests included the measurement of gaseous emis-
sions �CO, CO2, O2, NOx, and unburned hydrocarbons�, engine
speed and torque, and in-cylinder pressure over a wide range of
injection timings �15°–60° BTDC� at a constant speed of
1700 rev/min at suitable combinations of intake charge tempera-
ture �Tin�, intake pressure �Pin�, exhaust back pressure �Pex�, and
total injected quantity of diesel pilot �ṁd�. The results reported in
this paper correspond to the operating conditions given in Table 3.
The intake and exhaust manifold conditions were chosen by per-
forming exhaust backpressure calculations based on an assumed
total turbocharger efficiency of 55% and typical exhaust manifold
temperatures at full load diesel operation, along with some base-
line diesel operating conditions provided by the engine manufac-
turer. The overall equivalence ratio was defined as follows:

�ov =
�A/F�s

�A/F�a
�1�

�A/F�a =
ṁa

�ṁd + ṁng�
�2�

In Eqs. �1� and �2�, �A /F�a is the actual air-fuel ratio and �A /F�s is
the stoichiometric air–fuel ratio for the diesel–natural gas–air mix-
ture, which is dependent on the relative proportions of diesel and
natural gas present in the cylinder. The overall equivalence ratio
was calculated using measured fuel and air flow rates and also
backcalculated from emissions measurements. The overall equiva-
lence ratio values mentioned in Table 3 were obtained from emis-
sions calculations.

Alping Combustion Concept
Classical dual fuel combustion employs compression ignition

of a diesel pilot to ignite a premixed mixture of air and NG. The
energy release from conventional dual fuel combustion can be
considered to occur in three distinct phases �14�. The first phase
involves energy release from the combustion of the diesel pilot;
the second consists of the combustion of NG in the vicinity of the
diesel pilot; and the third phase is due to the combustion of the
lean NG–air mixture by flame propagation. During the first and
second phases, combustion occurs at richer equivalence ratios in
the vicinity of the developing diesel spray, resulting in higher
local temperatures that favor the formation of NOx. Clearly, the
size of the fuel rich zones is decided by the size of the initial
diesel pilot. Therefore, increasing the pilot size favors the forma-
tion of NOx. Recognition of this fact, led to the development of
low pilot ignited natural gas engines that used smaller diesel pi-

Fig. 1 Schematic of the experiment

Table 1 Engine specifications

Parameter Specification

Engine type Four cycle, simulated turbocharging
Bore�stroke, cm 13.7�16.5
Displacement, L 2.43
Compressions ratio 14.5:1
Primary fuel Compressed natural gas
Gas supply Intake port, 206 kPa
Ignition source Diesel pilot
Fuel injection Direct injection
Injection system Electronically controlled common rail
Number of nozzles 4
Combustion chamber Bowl in piston
Number of valves per cylinder 4
Rated power, kW 52 @ 2100 rpm

Table 2 Natural gas composition and properties

Component Volumetric concentration �%�

Methane 98.33
Ethane 0.11
Carbon dioxide 0.21
Carbon monoxide 0.01
Nitrogen 1.28
Oxygen 0.05
Hexane 0.01
Propane 0.02
Iso-butane, n-butane,
Iso-pentane, n-pentane

0.01

Higher heating value @ 60°F and 14.73 psia=54 MJ/kg
Molecular weight=16.3 kg/kmol
Specific gravity=0.5622
Overall fuel composition=C0.99H3.95O0.01N0.03

Table 3 Full load operating conditions

Parameter Value

Load Full load
Speed 1700 rev/min
Power 42 kW
Intake temperature �Tin� 35°C
Intake pressure �Pin� 202 kPa
Exhaust pressure �Pex� 191 kPa
Pilot injected quantity, ṁd 3.3 g/min
Natural gas flow rate, ṁng Varied between 117–135 g/min to

maintain a constant power of 42 kW over
the range of injection timings

Overall equivalence ratio
range ��ov�

0.49–0.57

Injection timing range �BOI� 15°–60° BTDC
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lots. However, current low pilot ignited natural gas engines em-
ploy the conventional strategy of retarded injection timings, in the
range of 5°–15° BTDC, which is often applied to diesel engines to
achieve low NOx emissions �3�. Unfortunately, retarded timings
are accompanied by compromised fuel conversion efficiencies.
The ALPING engine uses advanced injection �45°–60° BTDC� of
pilot diesel to obtain very low NOx �less than 0.2 g/kWh� with
diesel-like fuel conversion efficiencies �10,11�. Early injection of
diesel pilot provides increased residence time for the pilot fuel to
mix with the surrounding NG–air mixture. This results in the
availability of broadly distributed ignition centers at the time of
ignition, which in turn is determined by local equivalence ratios,
temperatures, and pressures. Due to the dispersion of the diesel
fuel in the NG–air mixture, it is speculated that the ensuing pilot
combustion occurs at locally lean equivalence ratios, resulting in
lower local temperatures and reduced NOx emissions. At the same
time, the availability of these distributed ignition centers increases
the burn rate of the NG–air mixture, resulting in better and more
efficient combustion compared to retarded timings.

Combustion Parameters
The following combustion parameters are defined to facilitate

the analysis of the combustion process for both advanced and
retarded injection timings:

�IGN = �IGN − �TDC �3�

�COM = �COM − �TDC �4�

�DUR = �COM − �IGN �5�

�PHRR = �PHRR − �TDC �6�

COVIMEP =
std − dev�imep�

mean�imep�
�7�

COVDUR =
std − dev��DUR�

mean��DUR�
�8�

In Eqs. �3�–�8�, �IGN is the crank angle corresponding to igni-
tion of the pilot diesel fuel. Throughout this paper, ignition is
defined as the crank angle at which the measured cylinder pres-
sure during combustion exceeds the measured cylinder pressure
during engine motoring under similar intake manifold conditions
by 1 bar. It must be noted that the overall combustion process is
initiated by the ignition of diesel fuel since it has better compres-
sion ignition properties than natural gas. The ignition phasing
�timing of ignition� relative to compression TDC is �IGN. The
crank angle corresponding to 50% mass burn is �COM. The com-
bustion phasing, �COM is the 50% mass burn CAD relative to
compression TDC. Here, the combustion phasing is determined
from the mass burn rates computed using the two-zone heat re-
lease analysis �13� of crank-resolved cylinder pressure data.
Therefore, this definition does not pertain exclusively to either
diesel or natural gas combustion; rather, it should be construed as
the instant at which 50% of the total in-cylinder mass has under-
gone combustion. Nevertheless, it is likely that most of the diesel
fuel would have burned by this time; considering the fact that the
amount of diesel fuel is only a small fraction of the total fuel mass
�diesel+natural gas�. The phasing terminology used in this paper,
although unconventional, helps to effectively elicit details of the
combustion process which are otherwise buried in the conven-
tional heat release rate profiles. The duration of combustion de-
fined as the difference between the combustion phasing and igni-
tion phasing, respectively, is �DUR. The crank angle
corresponding to peak heat release rate �PHRR� is �PHRR. The
phasing of the PHRR relative to TDC is �PHRR. The COVIMEP
�Eq. �7��, defined as the coefficient of variation of indicated mean
effective pressure �IMEP�, is a quantitative estimate of the cyclic

fluctuations of the in-cylinder work output. The coefficient of
variation of duration, COVDUR �Eq. �8��, is a measure of the cy-
clic variation in combustion duration, as defined in Eq. �5�.

Results and Discussion
Figure 2 shows the measured brake specific emissions and fuel

conversion efficiency, �, defined as the ratio of brake power to the
fuel energy feed rate based on lower heating values of NG and
diesel, as functions of injection timing. The fuel conversion effi-
ciency and specific NOx emissions curves exhibit an increasing
trend from 15° to 35° BTDC. Between 40° and 60° BTDC, the
NOx emissions exhibit a decreasing trend. On advancing the in-
jection timing from 35° to 45° BTDC, the NOx emissions de-
crease sharply from 3 g/kWh to almost 2 g/kWh, approximately
a 30% reduction. On the contrary, the fuel conversion efficiency
continues to increase and attains a maximum value of about 43%
at 45° BTDC. Further advancement in injection timing leads to
decreased fuel conversion efficiencies. A comparison at the ex-
tremes of 15° and 60° BTDC of the injection timing sweep indi-
cates that advanced BOI operation is beneficial both in terms of �
and NOx compared to retarded BOI operation. The reason for
reduced NOx emissions with ALPING operation �45°–60° BTDC�
is the significant change in the combustion process described ear-
lier in the ALPING combustion concept section of this paper.

The HC emissions exhibit an increasing trend between 15° and
25° BTDC, followed by a decrease between 30° and 45° BTDC,
and finally a steady increase between 45° and 60° BTDC. The
maximum HC of about 22 g/kWh and the minimum of about
14 g/kWh are obtained at 60° BTDC and 15° BTDC injection
timings, respectively. The increase in HC at 60° BTDC is attrib-
uted to inconsistent ignition phasing, i.e., due to the early injec-
tion, some engine cycles may experience overleaning of the diesel
pilot in the surrounding NG–air mixture that lead to partial or total
misfire. On the other hand, at 15° BTDC, the fact that the mea-
sured exhaust manifold temperatures were high �about 560 °C�
supports the view that the unburned fuel may still continue to burn
in the exhaust manifold, leading to lower measured engine-out HC
emissions.

The ignition and combustion processes in spark-ignited and
pilot-ignited natural gas engines are affected by in-cylinder fluid
motion. So, cyclic variations of in-cylinder fluid flow are respon-
sible for cyclic ignition and combustion variations �15�. In pilot
ignited natural gas engines, it is believed that these flow variations
affect the preparation of the pilot diesel–air mixture prior to igni-
tion. As a result, the extent of spatial dispersion of the pilot diesel

Fig. 2 Fuel conversion efficiency and brake specific NOx and
HC emissions vs injection timing
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fuel and its mixing with the surrounding natural gas–air mixture
are subjected to variation from one engine cycle to another result-
ing in variations in the ignition and combustion processes. These
cyclic ignition and combustion variations are reflected in the in-
cylinder pressure history. Therefore, in this paper, measured cyl-
inder pressure data are used to analyze the cyclic ignition and
combustion variations.

Based on the analyses by Matekunas �16� and Heywood �17�,
cyclic variations can be broadly classified into cyclic variabilities
related to the in-cylinder pressure history, such as magnitude and
crank angle corresponding to peak pressures in the cylinder, maxi-
mum rate of pressure rise and the corresponding crank angle,
COVIMEP; and cyclic variabilities related to combustion, such as
magnitude and crank angle corresponding to PHRR, ignition and
combustion phasing, and the combustion duration. Figure 3 shows
the COVIMEP and ignition delay versus injection timing. As pre-
viously discussed, COVIMEP is a measure of cyclic variations in
engine work output. From Fig. 3 it is seen that the COVIMEP is
similar in magnitude and highest at the two extreme injection
timings of 15° and 60° BTDC, reaching values near 6%. However,
the reasons for the high COVIMEP at the two injection timings are
quite different and will be discussed below. In this regard, it is
helpful to remember that the IMEP is a function of the in-cylinder
pressure history, energy release rates or burn rates, and the rate of
change of volume due to expansion. Therefore, the variations in
IMEP are sensitive to changes in magnitude of peak pressures,
ignition phasing, combustion phasing, phasing of PHRR and com-
bustion duration.

A simultaneous comparison of Figs. 4–6 helps in understanding
the essential differences in combustion between injection timings
of 15° and 60° BTDC. From Fig. 2 it is observed that the 40°
BTDC injection timing is similar to a point of inflection for the
specific set of engine operating conditions shown in Table 3. Ad-
vancing or retarding injection from this point results in the ALP-
ING combustion regime �45°–60° BTDC� or conventional low
pilot ignition engine operation �15°–35° BTDC�, respectively.
Further discussion of heat release schedules for different injection
timings is provided in Refs. �10,11�.

Figure 4 compares the measured peak in-cylinder pressures at
15°, 40°, and 60° BTDC injection timings over 150 engine cycles.
It is seen that the cyclic variations in peak pressures are highest at
60° BTDC, and that for some of the cycles the peak pressure
equals the motoring peak pressure, indicating partial and/or total
misfire. However, the peak pressure variations for both 15° and
40° BTDC are small compared to variations at 60° BTDC. The

extreme variability in the magnitude of peak pressures at 60°
BTDC can arise from either deteriorated combustion phasing or
inconsistent ignition phasing ��IGN� relative to TDC. Figures 5
and 6 show the ignition and combustion phasing, respectively,
versus cycle number. It is clear from Fig. 5 that the onset of
ignition is highly variable for 60° BTDC injection timing while
the variation is smaller for both 15° and 40° BTDC injection
timings. Considering Fig. 6, two observations are in order; first,
the average combustion phasing for 15° BTDC injection occurs
later in the expansion stroke compared to the 60° BTDC injection
timing. Second, the variation in the combustion phasing appears
to be of the same magnitude for these two injection timings. These
observations coupled with the fact that the variations in ignition
phasing at 15° BTDC are smaller compared to those at 60° BTDC
leads to the belief that the variations in combustion phasing at 60°
BTDC are linked to the variations in ignition phasing at this in-

Fig. 3 COVIMEP and ignition delay vs injection timing
Fig. 4 Peak pressures vs cycle number at 15° „�…, 40° „�…, and
60° BTDC „�…. The continuous line is the peak motoring pres-
sure and the dashed lines are the cycle averaged peak pres-
sures at these injection timings

Fig. 5 �IGN vs cycle number at 15° „�…, 40° „�…, and 60° BTDC
„�…
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jection timing. Therefore, it can be concluded that the reason for
the high cyclic variability in the magnitude of peak pressure and
high COVIMEP at 60° BTDC is primarily due to inconsistency in
the onset of ignition of the diesel pilot. The reason for this incon-
sistent ignition phasing at very advanced injection timings can be
attributed to the nature of combustion. The long ignition delay at
60° BTDC �60 CAD, see Fig. 3� provides ample residence time
for the diesel pilot to mix with the surrounding NG–air mixture.
As a result, the local equivalence ratios may reach limiting values
that result in partial misfire �Fig. 4�. The partial misfire cycles
would experience bulk quenching of the NG–air mixture, thereby
increasing the engine-out HC emissions.

Since the variabilities in the magnitudes of the peak pressures
and the onset of ignition as indicated by Figs. 4 and 5 are rela-
tively small at 15° BTDC injection timing, the reason for high
COVIMEP at this injection timing can be attributed to a deterio-
rated combustion phasing. From Fig. 6 it can be seen that the
average combustion phasing at 15° BTDC is poor ��25° ATDC�
and the combustion phasing is also highly variable from one cycle
to another. These effects indicate cyclic variations in burn rate and
work output that result in high IMEP variations manifested in Fig.
3.

Figure 7 shows the peak heat release rate, PHRR, versus the
phasing of the PHRR relative to TDC at all injection timings from
15° to 60° BTDC. The error bars in Fig. 7 are standard error bars
about the mean value of the PHRR at these timings. It can be seen
that at 15° BTDC, the variation in the phasing of the PHRR is the
highest, consistent with the observation of poor combustion phas-
ing. As the injection timing is advanced beyond 15° BTDC, the
magnitude of the PHRR increases and reaches a maximum at 45°
BTDC, and the PHRR occurs closer to TDC. At 45° BTDC, there
is considerable variation in both the magnitude of the PHRR and
its occurrence relative to TDC. At 60° BTDC, the variability in
the magnitude of PHRR is much higher than the variability in
�PHRR. These variabilities appear to be associated with inconsis-
tent combustion phasing arising primarily from the inconsisten-
cies in ignition phasing at advanced injection timings and from
inconsistencies in combustion phasing arising from the delayed
combustion process at retarded injection timings.

Figure 8 is a plot of COVDUR and 50% mass burn duration
��DUR� versus injection timing. The similarity in the COVDUR and
COVIMEP curves shown in Figs. 8 and 3, respectively, indicate

that the indicated mean effective pressure depends on the 50%
mass burn duration, and the variabilities in this duration lead to
cyclic variabilities in the indicated mean effective pressures. The
50% mass burn duration ��DUR� steadily decreases as the injection
timing is advanced from 15° to 40° BTDC indicating that the
combustion process becomes progressively rapid. Further ad-
vancement of injection timing �45°–60° BTDC� results in little
variation in �DUR indicating no further appreciable difference in
the rapidity of the combustion process. This observation is very
useful in accounting for the primary feature of ALPING operation,
which is the achievement of very low NOx with modest sacrifice
in fuel conversion efficiency. Due to the almost invariant 50%
burn duration �and burn rates� from 45° to 60° BTDC, the fuel
conversion efficiencies and indicated mean effective pressures at
these timings are affected only by ignition and combustion phas-
ing, respectively. Again, at the advanced injection timings �45°–
60° BTDC�, as explained earlier, the more important variable af-
fecting the fuel conversion efficiency and IMEP is ignition
phasing. On the other hand, as mentioned before, from 40° BTDC
to 15° BTDC the 50% burn durations exhibit an increasing trend,

Fig. 6 �COM vs cycle number at 15° „�…, 40° „�…, and 60° BTDC
„�…. The lines are the cycle averaged durations at these injec-
tion timings.

Fig. 7 PHRR vs �PHRR for injection timings between 15° and
60° BTDC

Fig. 8 COVDUR and �DUR vs injection timing
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thereby resulting in progressively slower combustion. A compari-
son with the fuel conversion efficiencies for these injection tim-
ings in Fig. 2 suggests that the fuel conversion efficiency at 15°
BTDC decreases by almost 6 percentage points from the value at
40° BTDC injection timing. However, for 60° BTDC injection
timing, fuel conversion efficiency decreases by only about 3 per-
centage points from the value at 40° BTDC. The greater decrease
in fuel conversion efficiencies in the retarded injection timing re-
gime can be attributed to either poor ignition phasing or poor
combustion phasing. Consistent with the earlier explanations and
in view of the relatively invariant ignition phasing at 15° BTDC,
the more important variable affecting the combustion duration
and, hence, the fuel conversion efficiencies at 15° BTDC, appears
to be combustion phasing rather than ignition phasing.

Conclusions
A single cylinder compression ignited engine was modified to

operate successfully in the advanced injection, low-pilot ignited
natural gas �ALPING� mode. The impact of several combustion
parameters on engine performance, stability of operation, and
emissions were analyzed. The results obtained lead to the follow-
ing conclusions:

�1� ALPING operation yielded reduced engine-out NOx emis-
sions �less than 0.2 g/kWh� with little sacrifice in fuel con-
version efficiencies.

�2� Ignition phasing, combustion phasing and the 50% mass
burn duration are recognized as important parameters that
influence the nature of combustion and HC emissions in the
ALPING mode.

�3� Inconsistency in ignition phasing is identified as the reason
for high cyclic variabilities, about 6%, in the indicated
mean effective pressure, COVIMEP, and increased HC emis-
sions, on the order of 25 g/kWh, associated with very ad-
vanced injection timing �60° BTDC�.

�4� The high COVIMEP of about 6% associated with the very
retarded injection timing of 15° BTDC is attributed more to
delayed and inconsistent combustion phasing than to incon-
sistent ignition phasing.

�5� The duration of 50% mass burn ��DUR� at advanced injec-
tion timings is almost constant, while it exhibits an increas-
ing trend as the injection timing is retarded beyond 40°
BTDC. This fact, in conjunction with the variations in ig-
nition phasing and combustion phasing �Figs. 5 and 6�, sug-
gests that the primary factor responsible for reduced fuel
conversion efficiency down to about 39.5% at 60° BTDC
injection timing is inconsistent ignition phasing, while that
responsible for reduced fuel conversion efficiency down to
about 36% at 15° BTDC injection timing is deteriorated
combustion phasing.
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Nomenclature
ALPING � advanced �injection� low pilot ignited natural

gas
ATDC � after top dead center
�A /F�a � actual air–fuel ratio
�A /F�s � stoichiometric air–fuel ratio

BOI � beginning of �pilot fuel� injection
BTDC � before top dead center

CAD � crank angle degrees
COVIMEP � coefficient of variation in IMEP �percent�
COVDUR � coefficient of variation of combustion duration

�percent�
IMEP � indicated mean effective pressure

NG � natural gas
PHRR � peak heat release rate �J/deg�

TDC � top dead center �compression�
ṁa � air flow rate �g/min�
ṁd � pilot injected quantity �g/min�

ṁng � natural gas flow rate �g/min�
�ov � overall equivalence ratio

�IGN � crank angle corresponding to ignition �CAD�
�TDC � compression TDC �CAD�
�COM � crank angle corresponding to 50% mass burn

�CAD�
�PHRR � crank angle corresponding to the location of

peak heat release rate �CAD�
�IGN � ignition phasing relative to TDC �CAD�

�COM � combustion phasing relative to TDC �CAD�
�DUR � duration of combustion �CAD�

�PHRR � phasing of the peak heat release rate relative to
TDC �CAD�

� � fuel conversion efficiency �percent�
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Heat Transfer in Reciprocating
Planar Curved Tube With Piston
Cooling Application
This paper describes an experimental study of heat transfer in a reciprocating planar
curved tube that simulates a cooling passage in piston. The coupled inertial, centrifugal,
and reciprocating forces in the reciprocating curved tube interact with buoyancy to
exhibit a synergistic effect on heat transfer. For the present experimental conditions, the
local Nusselt numbers in the reciprocating curved tube are in the range of 0.6–1.15 times
of static tube levels. Without buoyancy interaction, the coupled reciprocating and cen-
trifugal force effect causes the heat transfer to be initially reduced from the static level
but recovered when the reciprocating force is further increased. Heat transfer improve-
ment and impediment could be superimposed by the location-dependent buoyancy effect.
The empirical heat transfer correlation has been developed to permit the evaluation of
the individual and interactive effects of inertial, centrifugal, and reciprocating forces with
and without buoyancy interaction on local heat transfer in a reciprocating planar curved
tube. �DOI: 10.1115/1.1995768�

1 Introduction

1.1 Industrial Application. The marine propulsive diesel en-
gines widely adopt the large stroke-to-bore ratio for low running
speed in the range of 90–115 rpm. This obviates the use of re-
duction gear and matches the requirements for improving propel-
ler efficiency. To increase the power-to-weight ratio and thermal
efficiency of the engine, the maximum pressure and temperature
in the thermodynamic cycle for this class of engines reach the
current levels of about 150 bar and 1500°C. The piston that is in
direct contact with the erosive hot gas requires the internal cooling
system in order to maintain the material temperatures at the sus-
tainable levels for structure integrity. As an illustrative example,
Fig. 1 shows the internal cooling networks of pistons for B&W
L90GFCA and L90GB heavy-duty marine diesel engines. The
pressurized coolant, fed from the concentric passage in piston rod,
flows into the “jacket” inside the piston skirt. This coolant stream
is subsequently guided into a pair of planar curved channels ar-
ranged around the upper edge of the piston crown. Surrounding
the upper edge of the piston crown is the high-momentum
blow-by hot gas, which could cause considerable erosive damage
when the material of piston is softened at high temperature. This
pair of planar curved channels plays an important role for this
type of piston-cooling system. As shown in Fig. 1, the centrifugal
forces are generated in the planar curved channel when the cool-
ant stream flows through this curved channel. The centrifugal
forces in the curved channel drive the cooler fluids from the chan-
nel core toward the outer edge of channel. To preserve continuity,
the return-flows along the periphery of channel wash the heated
wall and are directed toward the inner edge. A pair of Dean-type
vortices is generated over the cross-sectioned plane of the curved
channel. The hot and cold spots are respectively developed at the
inner and outer edges. Nevertheless, as the piston reciprocates in
the direction orthogonal to the coolant stream, the flow structure
developed in the planar curved channel inside the piston is further
complicated by the reciprocating force. Because of the temporally
varied nature of the reciprocating force, the flow inside the recip-
rocating planar curved channel becomes unsteady. Therefore the

inertial, centrifugal, and reciprocating forces could interact with
buoyancy to affect the cooling performance of the planar curved
channel. As indicated in Fig. 1, the flow parameters that control
the cooling performance of reciprocating planar curved channel
are Reynolds, Dean, pulsating, and reciprocating-Grashof num-
bers. After the coolant streams in the pair of curved channels
merging at the opposite side of flow entrance, the bulk coolant
flow is redirected into the plenum chamber underneath the crown
and convected out of the piston from the central bore inside the
piston rod.

1.2 Literature Survey. When the coolant flows through a
static curved tube, the centrifugal force is induced to generate a
pair of Dean-type cross-plane secondary flows. With the presence
of Dean-type vortices, the spatially averaged heat transfer is en-
hanced, but the local heat transfer varies peripherally. When the
Dean number increases, the degree of heat transfer augmentation
along the outer edge of curved tube enhances, whereas the inner-
edge heat transfer could be reduced from the straight tube level if
the through flow momentum is relatively weak �1–5�. Also, the
transition from laminar to turbulent flow in curved tubes requires
the higher Reynolds numbers than those in a straight duct �6,7�.
The relevant studies looked into the effects of externally imposed
streamwise oscillation and pulsatile pressure waves on the flow
and heat transfer in static coils �8–15�. It is worth mentioning that
this type of research studied the flow and heat transfer in the static
coils with the externally applied pulsating pressure waves from
the flow entrance. These coils are static rather than reciprocating.
When the coolant flows in a planar bend with a small curvature
that is subject to high-frequency time-sinusoidal pressure oscilla-
tion, an additional pair of secondary circulations to the Dean vor-
tices could develop in the inviscid core �8�. For low-frequency
pure oscillatory flows in the planar curved pipe, Zalosh and Nel-
son �9� found the flow structure similar with the low Dean number
steady flow. However, the growth or decline of secondary flow
circulations in a curved pipe is often accompanied by the second-
ary flow reversals during each pulsation cycle. These time-varied
secondary flows promote the temporally and periodically varied
transverse mixing between the central and wall regions. This
mechanism could trigger the Prandtl number effect on heat trans-
fer �10�. At very small Prandtl numbers heat transfer was insensi-
tive to the pulsation. The Dean number had to be considerably
increased before the additional heat transportation associated with
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the unsteady transverse mixing became the dominant mechanism.
As a result, Simon et al. �10� and Rabadi et al. �11� showed that
the time-averaged Nusselt number in a planar curved tube was
most evidently increased for the flow conditions with high Prandtl
number, high oscillating amplitudes, and low oscillating frequen-
cies. In the static helical passage with pulsatile flows, Zabielski
and Mestel �12� numerically unraveled the cross-pipe fluid motion
that consists of three time-varied recalculating regions rotating
around the center of the pipe. These unsteady flow cells change
their sizes and orientations in time. The considerable increase of
the pulsatile amplitude could result in the richer modes of vortical
structures. Because of these dynamic vortical flow structures, the
streamwise pulsation in a helical pipe could considerably increase
the instant local and the circumferential time-averaged heat trans-
fers �13�. The temporally varied flow field had the reverse phase
angle with the instant heat transfer �13�. The minimum local heat
transfers develop at the instants with maximum flow velocity in
each pulsatile cycle. In the vicinity of the outer edge, the locally
maximum heat transfer values opposite to the inner-edge counter-
part with the minimum heat transfer rates were consistently de-
tected even if the flow pulsated �13�.

Also relevant with the present orthogonal-mode reciprocating
flow in the planar curved tube are the studies of turbulent flows
over a spanwisely oscillating wall. The logarithmic velocity pro-
file in the channel with one sidewall to oscillate in the spanwise
direction could be shifted upward from the oscillating wall. This
phenomenon suggested that the viscous sublayer is thickened as a
result of spanwise wall oscillation. The turbulence intensities in
such a channel were also reduced across the boundary layer. As a
result, the skin-friction drag of the turbulent boundary layer could
be reduced by the spanwise wall oscillation �14–16�. In this re-
spect, the experimental results of Choi and Clayton �17� reported
that a net spanwise vorticity was generated by the periodic Stokes
layer developed over the spanwisely oscillating wall. This effect
resulted in the reduction of mean velocity gradient across the
boundary layer near the wall. In addition, such spanwise vorticity
could also hamper the longitudinal vortices in the viscous sub-
layer and to stretch in the streamwise direction. Therefore the
streamwise vorticity was reduced and resulted in the weakened
near-wall burst activity for turbulent channel flow �17�. These

results �14–17� demonstrate the influence of spanwise wall oscil-
lation on boundary layer, vortical flow structure, and turbulence,
which raise the possibility of heat transfer reduction in the planar
curved tube that reciprocates orthogonally. Although the studies of
oscillatory and pulsating flows in coils �6–13� or the ducted flows
with spanwise wall oscillations �14–17� share partial degrees of
similarity with the coolant flows in the reciprocating planar
curved passages as depicted in Fig. 1, the subtle differences exist
between these two types of flows. The lack of fundamental knowl-
edge concerning the heat transfer performance of this particular
cooling geometry, despite its apparent engineering applications for
piston cooling, motivates the present study.

The relevant studies summarized in the literature survey have
demonstrated that the oscillatory and pulsating flows could
modify the vortical flow structures from the Dean-type vortices to
the time-dependent dynamic vortical flow structures. This experi-
mental study examines the effect of orthogonal-mode reciproca-
tion on heat transfer in a planar curved tube for piston-cooling
application. The streamwise and circumferential Nusselt number
distributions with and without system reciprocation are presented
over a range of buoyancy levels, Reynolds, Dean, and pulsating
numbers. The impact of reciprocation on heat transfer is analyzed
to assist the derivation of empirical heat transfer correlations for
the present cooling configuration.

2 Experiments

2.1 Strategy. The primary tasks of the present study are to
generate the heat transfer data in a planar curved tube and to
examine the effect of orthogonal-mode reciprocation on heat
transfer. The parametric analysis was adopted with the dimension-
less flow parameters identified from the energy and momentum
flow equations suitable for describing the conservation laws under
the reciprocating environment. Equation �1� shows the dimension-
less flow-momentum equation in the direction of reciprocation.
This equation considers the effect of reciprocation-induced trans-
lating acceleration of the coordinate system on the fluid motion to
describe the dynamic mechanism of the governing forces involved
in a reciprocating system �18�

Pu
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+ �U

�W
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+ V

�W

�Y
+ W

�W

�Z
� = −

��

�Z
+

1

Re
�2W +
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Re2 sin �

�1�
All the dimensionless groups appearing in Eq. �1� are defined in
the Nomenclature. Two additional reciprocation related flow pa-
rameters, namely, the pulsating �Pu� and reciprocating Grashof
�Grp� numbers are identified, respectively, to quantify the ratio of
reciprocating to inertial forces and the relative strength of the
reciprocating buoyancy effect �18�. It is worth noting that the
reciprocating Grashof number features the physically different
buoyancy interactions from the free-convection-like scenarios.
The mechanism of free-convection effect normally develops in the
steady flow, where the temperature gradients over the flow field
are stable and the differences in volumetric gravity force promote
the fluid motion. The reciprocating buoyancy effect, motivated by
the reciprocating acceleration, typifies another mode of complex
buoyancy interactions in the temporally periodical flow. The
buoyancy interactions in a reciprocating system are likely to be
induced from their effects on the instant fluid vorticity as the curl
of reciprocating acceleration coupled with local density perturba-
tion remains a finite physical quantity. Also, the gravitational
buoyancy is unlikely to exert considerable effect on flow and heat
transfer inside a reciprocating flow system, as the flow and tem-
perature fields are never steady.

For a coolant under the condition that its temperature variation
due to heat transfer did not make a considerable change of cool-
ant’s Prandtl number, the local Nusselt number �Nu� over the heat-
ing surface of a planar curved tube that reciprocates could be
parametrically described by the following equation:

Fig. 1 Piston-cooling networks of B&W L90G FCA and L90 GB
diesel engines
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Nu�X,�� = ��Re,Dn,Pu,Grp, Boundary conditions� �2�

The X and � coordinates are in the streamwise and circumferential
directions, respectively. The boundary conditions in Eq. �2� in-
volve the geometrical, heating, and flow entry conditions simu-
lated by the test apparatus. The effects of the constituent dimen-
sionless groups of Eq. �2� on heat transfer are examined by
systematically varying each of the flow parameters involved in
Eq. �2�. However, the experimental data with zero buoyancy in-
teraction �Grp=0,Pu�0� are not feasible to be directly generated
by the heat transfer experiments because a real fluid has a finite
value of thermal expansion coefficient. It is such a limiting case to
have a vanishing small wall-to-fluid temperature difference, but
the thermal fluids system reciprocates; the solution of � function
in Eq. �2� recasts the combined Re-Dn and Pu effects on heat
transfer without any buoyancy interaction. These zero-buoyancy
heat transfer data are inferred by extrapolating a family of heat
transfer data taken at a specific Reynolds-Dean or pulsating num-
ber but with different wall-to-fluid temperature differences into
the zero-buoyancy asymptote. The parametric study of the indi-
vidual and combined effects of the nondimensional groups ap-
pearing in Eq. �2� with the attempt to devise a physically consis-
tent empirical heat transfer correlation is the strategic aim.

2.2 Apparatus. The planar curved test tube was mounted on
a reciprocating test facility, which has been previously described
in �19�. A brief description of the reciprocating test facility and a
detailed illustration of the heat transfer test module now follow.
Figure 2�a� shows the reciprocating test facilities and the airflow
loop, featuring the main components and instrumentation. The test
coolant, dry air, was fed from tank �1�. The coolant was pressur-
ized by IWATA SC 175C screw-type compressor unit �2� after
which the flow was dehumidified and cooled to the ambient tem-
perature through a refrigerating system that was integrated with
the compressor. The test coolant was channeled into the heat

transfer test module �3� through a dryer �4�, a pressure regulator
and filter �5�, a pressure transducer and Tokyo Kesio TF-1120
mass flow meter �6�, and a needle valve �7� for the control and
measurement of mass flow rate. The nominal through-flow Rey-
nolds number was controlled by adjusting the mass flow rate mea-
sured at 50 tube diameters upstream of the planar curved test tube
�3�. Because the coolant properties, such as viscosity and density,
varied with the local fluid temperature the mass flow rate was
adjusted to compensate the fluid-property variations in order to
maintain the variations of Reynolds, Dean, and pulsating numbers
at the flow entrance within ±1% of the nominal values. On enter-
ing the planar curved test section �3�, the coolant flowed through
a straight-tube flow-calming section �8� with an equivalent length
of 9 tube diameters, in which the flow could be settled. System
reciprocation is created by a crank-wheel mechanism driven by a
2500 W DC motor �9�. Through a reduction gearbox �10�, the
flywheel �11� could be controlled to rotate at the required speed
measured by the optical pickup �12�. A counterbalancing weight
�13� is fixed on the rotating wheel �11� to maintain the dynamic
balance during reciprocation. A pair of slider tracks �14� is fitted
underneath the platform �15� in order to support the heat transfer
test module. As a result, the translating velocity of reciprocating
test facility motivated by the rigid slider-crank mechanism is not a
constant value but a skewed temporal sinusoidal function, which
is attempted to simulate the dynamic motion of a reciprocating
piston.

The constructional details of the heat transfer test module are
illustrated in Fig. 2�b�. The complete test channel was made of a
1 mm thick stainless tube with tube diameter d of 36 mm. Test
fluid was channeled through a straight-tube flow-calming section
of 324 mm into the planar curved section. The diameter of curva-
ture for the planar curved test section D was 376 mm, which gives
a dimensionless D /d ratio of 10.44. The system reciprocation in-
volved the reciprocations of planar curved test section and the
straight-tube flow-calming section that was arranged to be or-
thogonal with the streamwise flow direction. Both ends of test
section were connected with an adjustable high-current–low-
voltage electrical power through the copper joints. The electrically
heating power was generated within the tube material so that a
basically uniform heat flux heating condition was created. To
minimize the external heat loss, fiberglass thermal insulation ma-
terial was wrapped on the outside of the complete test tube.

Thirty-six thermocouples measuring the wall temperatures of
the planar curved section were spark welded on the outer surface
of the heating coil at locations illustrated in Fig. 2�b�. The stream-
wise X, circumferential �, and angular � coordinate systems are
also defined in Fig. 2�b� As indicated in Fig. 2�b�, the origin of the
present coordinate system with X=0 and �=0 deg is allocated
after the straight flow-calming section. The angular coordinate
system � is in the clockwise direction with 180 deg at the outer
edge of test tube. Because the direction of reciprocation is or-
thogonal to the streamwise flow direction, the reciprocating force
is acting along the direction of �=90 deg and 270. The circum-
ferential wall-temperatures along five cross-sectioned planes of
�=0, 45, 90, 135, and 180 deg in the curvature of planar curved
section were measured. At the 0 deg cross-sectioned plane of �
=0 deg, where it corresponded to the end of straight-tube calming
section and the start of the planar curved section, there were four
thermocouples installed at the angular locations of 0, 90, 180, and
270 deg along the outer circumference of heated tube. At the
cross-sectioned planes of �=45, 90, 135, and 180 deg in the cur-
vature of planar curved section, there were eight thermocouples
installed along each circumference at the angular coordinates of
�=0, 45, 90, 135, 180, 225, 270, and 315 deg. The ceramic ce-
ment provided the essential adhesion to secure the thermocouple
bead at the precise location. The variations in circumferential dis-
tributions of wall temperatures because of the combined effects of
coil-curvature and orthogonal-mode reciprocation were recorded
by these thermocouples. Two additional thermocouples penetrated

Fig. 2 Experimental apparatus
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into the core of the flow path to measure the bulk-flow entry and
exit temperatures. All these temperature measurements were
monitored and stored on a PC through a Net-Daq Fluke Hydra
2640A data logger for the subsequent data processing. Prior to
conducting the heat transfer test, all the thermocouples were cali-
brated in a constant temperature bath to ensure the measurement
accuracy of ±0.1 K. The local coolant properties, such as �0, Cp0,
k0, and �0 �which were used to evaluate the controlling nondi-
mensional parameters, such as Gr0, Grp0, Pu0, Dn0, and Re0�, were
evaluated by means of standard polynomial functions with the
reference flow entry temperature T0 measured at the flow entry
section as the determined variable. Having acquired the coolant
temperatures at the entry and exit of the heated coil, a routine
procedure was subsequently performed to evaluate the fluid tem-
perature rise using the net amount of convective heat and the total
coolant mass flow rate. The calculated fluid temperature rise be-
tween flow entrance and exit was compared to the actual measure-
ment to check the accuracy of energy accountancy. The data batch
was only collected when the difference between the calculated and
measured fluid temperature rises was less than ±10%. The local
bulk flow temperatures Tf at the streamwise locations correspond-
ing to the five cross-sectioned planes, where the circumferential
wall-temperature measurements were made, were also acquired
for the evaluation of local Nusselt number.

2.3 Program. The program involves three phases. The static
flow conditions in the first phase are initially examined to generate
the database against which the reciprocating results obtained at
the second phase could be compared to unravel the reciprocating
effects on heat transfer. The local heat transfer measurements
along the X and � axes with and without system reciprocation are
illustrated. This is followed by a parametric study of the interac-
tive and individual effects of reciprocating forces with and with-
out buoyancy interaction on heat transfer. In the third phase, a
methodology is proposed to devise the physically consistent heat
transfer correlation. The Nusselt number was determined experi-
mentally using

Nu =
qd

kf�Tw − Tf�
�3�

The local heat flux to the fluid q was determined from the heat
flux generated in the tube material with a correction to account for
external heat loss. The local external heat loss was found to be
proportional to the locally prevailing wall-to-ambient temperature
difference, with the various proportionality constants taken from
the heat-loss calibration plots for different locations and recipro-
cating frequencies. Because the wall temperature distributions
varied with the different flow conditions tested, the locally pre-
vailing wall-to-ambient temperature differences changed with
flow conditions, which effects produced different heat losses. Be-
cause of the thermal insulation for the test module, the experimen-
tally processed heat flux distribution based on the wall-
temperature measurements detected by the present allocations of
thermocouples over the outer surface of test tube was controlled
with the maximum variation range of ±5.9%, which allowed the
approximation of basic uniform heat flux boundary condition. The
wall temperature Tw in Eq. �3� was corrected onto the inner sur-
face of test tube from the actual thermocouple measurements
based on the one-dimensional conduction law. The local bulk flow
temperature Tf in Eq. �3� was determined using the enthalpy bal-
ance method. Having defined the streamwise bulk flow tempera-
tures at locations corresponding to the measurement spots for wall
temperatures, the fluid properties were accordingly evaluated to
account for the influences of fluid temperature on the physical
properties. The characteristic length selected to define the Nusselt,
Reynolds, Dean, pulsating, and Grashof numbers was the hydrau-
lic diameter of test tube d.

At each selected Reynolds, Dean, and pulsating number test,
five different levels of heating power, which, respectively, heated

the wall temperature at the inner edge of exit plane to the levels of
323, 343, 363, 383, and 403 K. Each set of heat transfer data
generated in this manner compared the influences of buoyancy on
heat transfer when the heating power or the buoyancy level was
systematically increased. The reciprocating tests at each
Reynolds-Dean number with five buoyancy levels tested were per-
formed at four different frequencies, namely, 0.83, 1.25, 1.67, and
2 Hz. Because of the reciprocating force effects, the flow struc-
tures, heat transfer rates, and local wall temperatures were tempo-
ral functions. For each individual set of tests, the flow and heating
level were fixed for about 30 min in order to assure that the flow
reached an equilibrium state. When the differences between the
successive time-averaged wall-temperature measurements re-
mained within ±0.7 K, the temporal-repeated state was assumed
and the on-line data acquisition system was activated to store the
instantaneous data for a period of 10 s. These raw experimental
data were subsequently processed to generate the appropriate Rey-
nolds, Dean, pulsating, and Grashof numbers, and the individual
effect of these parameters on the Nusselt number distribution was
examined. The range of these nondimensional parameters is given
in Table 1. An uncertainty approximation of the data reduction
was conducted �20�. The temperature measurements were the ma-
jor sources to attribute uncertainty. With the temperature differ-
ence between the wall and fluid varied from 25 to 102 K, the
maximum uncertainty for the Nu, Re, Dn, Pu, Gr, and Grp were
about 12.2%, 4.6%, 4.8%, 2.05%, 4.6%, and 4.9%, respectively.

3 Results and Discussion

3.1 Static Results. The typical circumferential Nusselt num-
ber distributions along five streamwise cross-sectioned planes of
static planar curved tube at five Reynolds-Dean numbers tested
are shown in Fig. 3. The variations in circumferential heat transfer
profiles along the streamwise �X� direction unravel the down-
stream development of Dean vortices. At the immediate entrance
where the planar curvature initiates, there is no circumferential
heat transfer variation observed. Heat transfer levels along this
cross-sectioned plane for all the Reynolds numbers tested are in
close agreement with the Dittus-Boelter Nusselt number values
Nu	 �21�. This agreement ensures the flow conditions on entering
the planar curved section, after traveling the straight-pipe flow-
calming section, remain fully developed turbulent flows. Further
downstream, the circumferential heat transfer variations are gen-
erated with a tendency to develop the higher heat transfer rate at
the outer edge relative to its inner counterpart. Along each circum-
ference at the cross-sectioned planes of �=45, 90, 135, and
180 deg, the circumferential heat transfer distributions are sym-
metrical about the plane connecting the inner and outer edges.
Heat transfers at the inner and outer edges are, respectively, im-
peded and enhanced from the Dittus-Boelter levels �21�. Because
there is no repeated circumferential heat transfer profiles observed
at the various cross-sectioned planes examined in Fig. 3, the de-
veloping nature of circumferential Nusselt number profiles is
demonstrated so that the flow remains developing in the present
planar curved tube.

The streamwise heat transfer distributions of developing Dean-
type flows in the planar curved tube along the angular edges of
�=0, 45, 90, 135, 180, 225, 270, and 315 deg at Reynolds �Dean�
numbers of 14,500�4470� are shown in Fig. 4. Nusselt numbers at

Table 1 Range of experimental nondimensional parameters

Nondimensional parameter Range

Reynolds number �Re� 2500–14,500
Dean number �Dn� 780–4500
Pulsating number �Pu� 0–0.55
Gravitational Grashof number �Gr� 36,700–45,200
Pulsating Grashof number �Grp� 0–970,000
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angular locations of �=0, 90, 180, and 270 deg collapse into a
tight data band with levels similar to the Dittus-Boelter value �21�
at the immediate curvature of X=�=0. Further downstream
where the flow- and curvature-induced centrifugal forces gradu-
ally build up, the considerable data spreads driven by varying �
value are observed. In this respect, the heat transfers along three
pairs of angular edges of 45–315, 90–270, and 135–225 deg share
almost identical values because of the symmetrical nature of Dean
vortices. Along the outer edge of the coil ��=180 deg�, heat trans-
fer levels are consistently higher than the Dittus-Boelter value
Nu	. The streamwise Nusselt number distributions along the vari-
ous angular edges depicted in Fig. 4 reflect the influences of de-
veloping Dean vortices on heat transfer. The centrifugal force in-
duced in the planar curved tube drives the cooler fluids toward the
outer edge from the central core. A pair of cross-plane secondary
flows washes the heated wall circumferentially and joins at the
spot of inner edge. Therefore, the wall temperatures increase
along the circumference from the outer edge toward the inner
edge when the pipe wall is heated with uniform heat flux. The
considerable heat transfer reductions from the Dittus-Boelter
value Nu	 are observed along the angular edges of �=0, 45–315,
and 90–270 deg. Also depicted in Fig. 4 are the streamwise heat
transfer increases along each angular edge. As the flow in present
planar curved channel is driven upward from entrance of �
=0 deg to exit of �=180 deg, the gravitation field decelerates the
mainstream flow. In this respect, the streamwise heat transfer in-
crease in a curved tube has also been reported by Guo et al. �13�,
for which the decelerating gravity effect in the upward flow region
that moderated the radial velocity distribution was considered as
the main cause for such heat transfer increments.

In the static planar curved pipe, heat transfer data acquired from
five variable heat fluxes for any tested Reynolds-Dean number
collapses into a tight data band at each streamwise and angular
location. Therefore, the gravitation-driven buoyancy effect on heat
transfer in the present parametric range remains negligible. As
there is neither noticeable change in the coolant Prandtl number
nor the considerable buoyancy interaction for the range of tem-
peratures covered by the experimental program in the static planar
curved pipe, the plots of all versions of static Nusselt number Nu0
at any prescribed streamwise and angular location consistently
increase with the increased Dean number. A limiting condition of
zero Dean number could be incurred by zero coolant mass flow,
which implies the vanished forced convective capability in static
curved channel of Nu0=0. Thus the local static Nusselt number is
correlated in the form of

Nu0�X,�� = A�X,�� 
 DnB�X,�� �4�

Coefficients A and B are functions of streamwise and angular
locations. Table 2 summarizes the correlating coefficients A and B
at various streamwise and angular locations.

The streamwise variations of coefficients A and B listed in
Table 2 reflect the developing nature of Dean vortices and the
inertial force effects on heat transfer, respectively. The variation of
A value at a specific streamwise location depicts the influences of

Fig. 3 Typical circumferential heat transfer distributions in
static coil

Fig. 4 Streamwise heat transfer variations along measured
angular edges in static coil

Table 2 Coefficients A and B for heat transfer in static planar curved pipe

Streamwise
location
X�x /d�

Radian of
curvature �

�rad� B

A

Angular location � �deg�

�=0 �=45/315 �=90/270 �=135/225 �=180

0 0 0.8 0.051
8.2 � /4 0.76 0.0516 0.0555 0.0646 0.0734 0.0762

16.4 � /2 0.742 0.0593 0.0652 0.0778 0.0902 0.0958
24.6 3� /4 0.72 0.0682 0.0754 0.0891 0.1044 0.1107
32.8 � 0.63 0.1711 0.184 0.2196 0.2410 0.2594

Journal of Engineering for Gas Turbines and Power JANUARY 2006, Vol. 128 / 223

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Dean vortices on local heat transfer. The symmetry of Dean vor-
tices thus generates very close values of A coefficients along three
pairs of angular edges of 45–315, 90–270, and 135–225 deg. It is
interesting to note that the correlating processes performed inde-
pendently at various angular � locations result in a similar B value
for any streamwise cross-sectioned plane. The physical implica-
tion of the constant B value at any X or � location is the inde-
pendency of convective inertial force effect on heat transfer with �
location. The reduction of B value from 0.8 to 0.63 from the plane
of �=0 to �=� indicates the gradually streamwise weakened
forced convective inertial effect on heat transfer due to the devel-
opment of Dean vortices. Over the entire range of Reynolds-Dean
numbers and the heat flux levels studied, 93% of the present ex-
perimental Nusselt numbers are correlated by Eq. �4� within
±11%. Nevertheless, since the Prandtl number effects are ab-
sorbed into the coefficients of correlations and are not included as
a parameter in the correlations that are developed, the results of
this study are essentially limited to dry air. Having established the
nonreciprocating heat transfer datum of Eq. �4�, the comparative
difference of heat transfer in the static and reciprocating planar
curved pipe can be examined as follows.

3.2 General Reciprocating Effects. When the planar curved
pipe reciprocates, the periodically time-varied reciprocating forces
arise to act on fluid flows along the direction orthogonal to the
curvature-induced centrifugal force. As a result, the reciprocation
could modify the turbulence structure, vorticity, and boundary lay-
ers �16� and is likely to trigger a dynamic process of timewise
variations in secondary flow cells originated from Dean-type vor-
tices in the curved pipe, similar to that found in the artery of
human heart �12�. A combined effect of reciprocating and cen-
trifugal forces on heat transfer is to produce the attendant tempo-
ral Nusselt number variations along the reciprocating surface. Af-
ter taking the averaged value of the timewise local Nusselt
number data for a period of 10 s, the time-averaged heat transfer
results along the measured angular edges were obtained. Figure 5
shows the circumferential heat transfer variations in a reciprocat-
ing planar curved pipe at five cross-sectioned planes of �=0,
� /4, � /2, 3� /4, and �. The Nusselt numbers were obtained with
nominal Reynolds�Dean� numbers of 14,500�4400� at reciprocat-
ing frequencies of 0, 1.25, 1.67, and 2 Hz, which correspond to
the pulsating numbers of 0, 0.086, 0.115, and 0.138, respectively.
Although the reciprocating Grashof number Grp for all the data
collected in Fig. 5 is selected with a nominal value of 86,400, the
heat transfer results are generated with the finite wall-to-fluid tem-
perature differences that involve certain degrees of buoyancy in-
teractions. The data unraveled in Fig. 5 thus typify the combined
pulsating and buoyancy effects on heat transfer. As shown in Fig.
5 for all the � planes detected, the increase of pulsating number at
Reynolds�Dean� numbers of 14,500�4400� induces a systematic
heat transfer reduction from the static level at each angular �
location. The amounts of heat transfer reduction from the static
Nusselt number values also increase circumferentially from the
inner edge toward the outer edge. Nevertheless, as the reciprocat-
ing forces are orthogonal to the centrifugal forces acting toward
two side edges of �=90 and 270 deg, the circumferential heat
transfer profiles still remain symmetrical with respect to the plane
connecting the inner and outer edges for all the pulsating numbers
examined. With regard to the combined Pu-Grp effects, all the
data batches reveal a consistent data trend that shows that heat
transfer is initially impeded from the static level when the pulsat-
ing number gradually increases from zero. However, a subsequent
heat transfer recovery that could convert the impeding effect into
augmenting heat transfer by further increasing the pulsating num-
ber is found for several data batches with various Re�Dn� num-
bers. The values of pulsating number beyond which the heat trans-
fer recovery proceeds are Re�Dn� dependent. This particular
phenomenon is attributed to the Pu effect without buoyancy inter-
action, which will be further addressed when the isolated pulsat-

ing force effects are discussed parametrically. In order to highlight
the reciprocating effect on heat transfer, the relative Nusselt num-
ber Nu/Nu0 is defined by normalizing the reciprocating Nusselt
number Nu with the equivalent static Nusselt number Nu0 ob-
tained at the same Reynolds-Dean number. The data collected in
Fig. 5 is converted into the relative Nusselt number Nu/Nu0 as
depicted in Fig. 6. The relative Nusselt numbers at the angular
locations of �=0, 90, 180, and 270 deg are with similar values
along the circumference of cross-sectioned plane of �=0. Further
downstream over the planes of �=� /4, � /2, 3� /4, and �, the
relative Nusselt numbers are no longer identical at various angular
� locations, but circumferentially reduced from the inner edge
toward the outer edge even if the symmetrical profiles are re-
tained. In this respect, the most considerable heat transfer reduc-
tions at these particular Re�Dn� numbers develop at the outer
edge, at which the relative Nusselt number could be reduced to the
value about 0.7 at a pulsating number of 0.138. The above obser-
vation demonstrates the dependency of Pu-Grp coupling effect on
the streamwise and angular locations due to the development of
Dean vorticies. Therefore, in order to identify the thermal physics,
which control the heat transfer inside a reciprocating planar
curved pipe, the parametric analysis attempted to unravel the iso-
lated and interactive influences of Re-Dn, Pu, and Grp on heat
transfer are individually performed at each X��� and � location.

3.3 Parametric Analysis. The data generated by a heat-
transfer experiment inevitably inherits a certain degree of buoy-
ancy interaction as the finite wall-to-fluids temperature difference
is required to facilitate heat transfer. As each series of Nusselt
numbers for any predefined Re�Dn� and Pu options are generated
with five various Grp levels, an attempt to unravel the zero-

Fig. 5 Typical circumferential heat transfer distributions in re-
ciprocating coil
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buoyancy heat transfer data is performed by extrapolating these
relative Nusselt numbers, Nu/Nu0, onto their asymptotic limit of
zero Grp condition. Each five-point relative Nusselt number
Nu/Nu0 generated at a particular set of Re�Dn� and Pu numbers
are plotted against Grp. Figure 7 is an illustrative example to
demonstrate this data extrapolating process. As shown in Fig. 7,
each five-point data trend could be well approximated by a linear
function. The relative Nusselt number at Grp=0 is treated as zero-
buoyancy results for each set of Re�Dn� and Pu numbers. In ad-

dition to the zero-buoyancy data unraveled by Fig. 7, the increase
of Grp value permits systematic variation in relative Nusselt num-
ber Nu/Nu0 which reflects the reciprocating buoyancy effect. A
review of the entire data using the Nu/Nu0-Grp plots reveals that
there are about ±20% variations in relative Nusselt numbers due
to the variations of Grp values in the parametric test range, al-
though the typical reciprocating buoyancy effects featured in Fig.
7 are consistently followed. The slopes formulated by each five-
point heat transfer data series, as demonstrated in Fig. 7, gradually
reduce from positive to negative values when the pulsating num-
bers increase from 0.057 to 0.138. The buoyancy interaction could
therefore improve heat transfer when the pulsating number is rela-
tively low, which gradually weakens its improving impact and
turns into an impeding effect when the pulsating number system-
atically increases. Such buoyancy reversal from improving to im-
peding heat transfer effects is also found at several other locations,
but the Pu value above which the reverse buoyancy effect initiates
vary with location and Dn�Re� number.

In view of the zero-buoyancy heat transfer data as shown in
Fig. 7 with Dn=4470, the zero-buoyancy heat transfer levels ini-
tially reduce from unity when the pulsating number increases
from 0 to 0.115 at �=135 deg and X=16.4. Further increase of the
pulsating number from 0.115 to 0.138 results in a subsequent heat
transfer recovery for the zero-buoyancy scenario because of the
isolated pulsating force effect at this particular spot. This zero-
buoyancy heat transfer characteristic typifies all the reciprocating
results. The detailed variation manner of zero-buoyancy heat
transfer data with pulsating number appears to be functions of Dn
and location. Figure 8 typifies the relative heat transfer changes
caused by the pulsating force effect alone. At the limiting condi-
tion of zero pulsating number, the physical constraint forces the
relative Nusselt number Nu/Nu0 to be unity, which recovers the
static forced convection solution correlated by Eq. �4�. All the data
trends formulated with a fixed Dn number at various locations
indicate the initial heat transfer impediments that could lead the
Nusselt numbers Nu/Nu0 to the levels about 0.75. A subsequent
heat transfer recovery is followed when the pulsating number fur-
ther increases. In general, flow conditions with the higher Dean
numbers require the higher pulsating numbers to initiate the sub-
sequent heat transfer recovery. The impeding isolated Pu effect on
heat transfer has to be particularly considered when the planar
curved passage is adopted as a piston cooling measure. Justified
by all the data trends typified as in Fig. 8, the heat transfer sce-
nario of Pu�0 and Grp=0, which features the isolated pulsating
force effect, is defined as a � function having the structure of

� = 1 + fa�X,�,Dn� 
 Pu + fb�X,�,Dn� 
 Pu2 �5�

Using a series of cross plots based on Fig. 8, but applied to all the
streamwise and angular locations examined, it interpolates a series
of curves that correlate the values of fa and fb at all the Dean
numbers tested. Figure 9 shows the typical example of the manner
in which the functional values of fa and fb vary with the Dean
number at a measurement location. The dependency of functional
values fa and fb on Dn indicates the intercorrelative Pu-Dn impact
on local heat transfer. Justified by all the versions of Fig. 9 for
different locations, the quadric function could well correlate the fa
and fb values as function of Dn with the structure of

fa = a0�X,�� + a1�X,�� 
 Dn + a2�X,�� 
 Dn2 �6�

fb = b0�X,�� + b1�X,�� 
 Dn + b2�X,�� 
 Dn2 �7�

The numerically determined curve fits for the as and bs coeffi-
cients involved in Eqs. �6� and �7� are summarized in Tables 3 and
4, respectively. It is worth noting that, for a specified curved tube,
the Dean number is evaluated as Re	d /D so that the interactive
relationships of the Pu-Dn coupling effect described by the as and
bs coefficients in Eqs. �6� and �7� implicitly involve the Reynolds
number impact.

Having identified the interactive Pu-Dn impact on heat transfer

Fig. 6 Circumferential distributions of relative Nusselt number
in reciprocating coil

Fig. 7 Extrapolating heat transfer results into asymptotic
zero-buoyancy levels
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and its correlating function for Eq. �1�, the heat transfer modifi-
cation in association with buoyancy interaction is obtained by
subtracting the � value from each experimentally measured rela-
tive Nusselt number Nu/Nu0. This buoyancy-associated heat
transfer variation is treated as a  value, which varies with Grp
Dn�Re�, and Pu. When all the  values generated at a measure-
ment location for the entire range of Dn�Re� and Pu numbers are
plotted against Grp, the heat transfer modifications because of
reciprocating-buoyancy interaction are controlled within the
±20% data spreads, as described previously. Figure 10 demon-
strates the varying manner of  value with Grp in which all the
data is converged into a band with data spreads of about ±20%
Nu/Nu0. This data-collapsing tendency is consistently followed
by all the versions of Fig. 10, but applied to different locations.
Therefore, for the present test geometry, the reciprocating-
buoyancy effect is considered as a secondary effect. Its influence

on heat transfer could be approximated by the reciprocating
Grashof number alone. However, for conditions with zero Grp
value, the buoyancy interaction vanishes and the functional value
of  approaches zero. The data trends for all the location versions
of Fig. 10 suggest that the values of  function could be reason-
ably correlated by

 = fc�X,�� 
 Grp + fd�X,�� 
 Grp
2 �8�

The numerically determined curve fits for the fc and fd coeffi-
cients involved in Eq. �8� are summarized in Table 5. Therefore,
the heat transfer in the reciprocating planar curved tube in terms
of relative Nusselt number Nu/Nu0 is evaluated as

Nu

Nu0
�X,�� = ��X,�� + �X,�� �9�

The attempts to reveal the heat transfer physics and uncouple
the interactive Pu-Dn force effects from the buoyancy interaction
in the reciprocating planar curved tube through the experimental
program with a detailed data analysis have been illustrated. A net
result is the empirical correlation of Eq. �9�. The overall success
of this proposal is indicated in Fig. 11 where all the experimental
data are compared to the correlative predictions evaluated by Eq.
�9�. The maximum discrepancy of ±30% between the experimen-
tal and correlating results is achieved for 95% of all the data
generated. The range of variation for the relative Nusselt number
in the reciprocating planar curved tube because of the combined
Pu-Dn�Re�-Grp effects is 0.6–1.15, as shown in Fig. 11. The con-
siderable heat transfer reduction as a result of system reciproca-
tion requires particular attention in the design phase in order to
avoid the overheating spot developed in a piston. Owing to the
complex interactions between the Dean’s vortices, the pulsating
and buoyancy forces in the developing region of the reciprocating
coiled tube, it becomes a formidable task to predict the local heat
transfer. However, justified by the achieved accuracy, Eq. �9�
could provide the reasonable heat transfer evaluation to assist the
design initiative of the cooling networks featured in Fig. 1.

4 Conclusions
This experimental program investigates the heat transfer in a

reciprocating planar curved tube along the circumferences of sev-
eral streamwise locations. A detailed description of the data-
correlating process, which complies with the heat transfer physics
of the experimentally based observations, reveals the individual
and interactive effects of centrifugal, pulsating, and buoyancy
forces on heat transfer. In conclusion the following salient points
emerge from this study.

�1� In the static curved tube, the considerable centrifugal effect
generates cross-stream Dean vortices that induce the sym-
metrically circumferential heat transfer variations with lo-

Fig. 8 Typical isolated Pu effect on heat transfer with various
Dean numbers

Fig. 9 Variations of fa and fb coefficients with Dean number at
X=16.4 and �=135 deg
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cal minimum and maximum values developed on the inner
and outer edges at which the heat transfers are, respectively,
impeded and enhanced from the Dittus-Boelter levels.
Static heat transfer correlation is developed in Eq. �4� that
permits the evaluation of local Nusselt number at the mea-
surement locations.

�2� The extrapolating zero-buoyancy results reveal the interac-
tive Pu-Dn coupling impact, which has shown that the heat
transfer is initially reduced from the static condition but
recovered at the higher pulsating number. The
reciprocating-buoyancy effect in isolation, which is treated
as a secondary effect, could improve heat transfer when the
pulsating number is relatively low, but gradually weakens
its improving impact and turns into an impeding effect
when the pulsating number systematically increases. The
combined Pu-Dn�Re�-Grp effects on heat transfer have
caused the relative Nusselt number Nu/Nu0 falling to the

range of 0.6–1.15. Considerable heat transfer impediments
from the static levels could result from the system recipro-
cation, which required particular attention in the design
phase in order to avoid the development of over heating
spots in a piston.

�3� The proposed heat transfer correlation is physically consis-
tent with the experimental observations, which permits the
individual and interactive effects of forced convection �Re�,
centrifugal force �Dn�, pulsating force �Pu�, and reciprocat-
ing buoyancy �Grp� in the reciprocating planar curved tube
to be taken into account.
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Table 3 Coefficients as at measured streamwise and angular locations

X �

Coefficient fa=a0+a1
Dn+a2
Dn2

�=0 deg �=45 deg �=90 deg �=135 deg �=180 deg �=225 deg �=270 deg �=315 deg

0 0 a0
2.8 −0.878 3.77 2.61

a1 2.26
10−6 8.17
10−7 2.54
10−6 1.44
10−6

a2 −3.51
10−3 −5.62
10−5 −5.71
10−3 −2.73
10−3

8.2 � /4 a0
1.5 0.656 6.47 0.19 2.42 −0.978 −1.67 −0.947

a1 1.62
10−6 3.00
10−6 3.39
10−6 2.10
10−6 3.67
10−6 2.15
10−6 2.01
10−6 8.85
10−7

a2 −2.54
10−2 −3.77
10−3 −8.32
10−3 −1.00
10−3 −5.38
10−3 −1.77
10−3 −5.08
10−4 7.44
10−4

16.4 � /2 a0 −3.16 1.78 −2.80 3.55 −1.07 −0.075 6.39 4.68
a1 1.04
10−7 1.13
10−6 2.88
10−9 2.22
10−6 2.58
10−8 1.40
10−7 2.42
10−6 1.93
10−6

a2 3.61
10−3 6.24
10−5 4.03
10−3 −4.50
10−3 2.61
10−3 3.2
10−3 −6.67
10−3 −5.25
10−3

24.6 3� /4 a0
2.01 −1.47 −0.912 −0.92 2.01 8.49 2.33 8.96

a1 1.7
10−6 1.99
10−6 7.07
10−7 5.39
10−7 1.08
10−6 3.33
10−6 2.67
10−6 3.67
10−6

a2 −2.87
10−3 −5.03
10−4 1.99
10−3 1.65
10−3 −1.62
10−3 −9.44
10−3 −4.52
10−3 −1.09
10−2

32.8 � a0
3.8 −4.39 0.301 −0.662 −0.959 3.33 −1.98 −0.467

a1 2.84
10−6 1.35
10−6 1.20
10−6 1.31
10−6 1.15
10−6 2.49
10−6 1.22
10−6 8.37
10−7

a2 −6.18
10−3 2.98
10−3 −1.07
10−3 −5.38
10−4 1.27
10−3 −1.59
10−3 1.62
10−3 3.55
10−3

Table 4 Coefficients bs at measured streamwise and angular locations

X �

Coefficient fb=b0+b1
Dn+b2
Dn2

�=0 deg �=45 deg �=90 deg �=135 deg �=180 deg �=225 deg �=270 deg �=315 deg

0 0 b0 −2.01 −1.07 −1.82 −2.14
b1 −6.50
10−7 −4.58
10−7 −6.10
10−7 −5.25
10−7

b2 2.08
10−3 1.42
10−3 2.14
10−3 2.06
10−3

8.2 � /4 b0 −1.65 −2.12 −2.07 −2.7 −2.39 −1.44 −1.59 −1.68
b1 −5.21
10−7 −7.72
10−7 −6.24
10−7 −6.80
10−7 −7.49
10−7 −5.95
10−7 −5.99
10−7 −4.85
10−7

b2 1.70
10−3 2.47
10−3 1.91
10−3 2.35
10−3 2.28
10−3 1.77
10−3 1.75
10−3 1.62
10−3

16.4 � /2 b0 −0.931 −2.33 −1.93 −2.56 −1.50 −2.10 −2.50 −1.98
b1 −2.86
10−7 −4.40
10−7 −3.95
10−7 −6.07
10−7 −2.11
10−7 −2.71
10−7 −4.84
10−7 −4.39
10−7

b2 7.59
10−4 1.45
10−3 1.43
10−3 2.16
10−3 6.80
10−4 8.60
10−4 1.70
10−3 1.54
10−3

24.6 3� /4 b0 −2.01 −1.13 −1.86 −1.76 −2.42 −2.90 −1.78 −2.98
b1 −5.20
10−7 −4.18
10−7 −3.59
10−7 −3.34
10−7 −4.58
10−7 −6.55
10−7 −5.99
10−7 −7.37
10−7

b2 1.72
10−3 6.44
10−4 8.55
10−4 1.03
10−3 1.74
10−3 2.30
10−3 1.80
10−3 2.72
10−3

32.8 � b0 −1.98 −0.801 −1.85 −2.20 −0.905 −2.58 −1.49 −1.66
b1 −6.05
10−7 −3.85
10−7 −4.37
10−7 −5.55
10−7 −2.38
10−7 −4.85
10−7 −4.48
10−7 −2.85
10−7

b2 1.98
10−3 6.58
10−4 1.60
10−3 2.09
10−3 3.16
10−4 1.28
10−3 1.17
10−3 4.87
10−4
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Nomenclature
A ,B ,as ,bs , fa , fb � constant coefficients

a � amplitude of reciprocating motion, m
Cp0 � specific heat of coolant at flow entrance,

Jkg−1 K−1

D � diameter of curvature for planar curved
tube, m

d � hydraulic diameter of tube, m
Dn � Dean number=Re	d /D

g � gravitational acceleration, ms−2

Gr � gravitational Grashof number=g�0�Td3 /�0
2

Grp � reciprocating Grashof number=�2a�Td3 /�0
2

k0 � thermal conductivity of coolant at flow en-
trance, Wm−1 K−1

Nu � reciprocating Nusselt
number=qd / �Tw−Tf�kf

Nu0 � static Nusselt number

Pu � pulsating number=�d /Wm
q � convective heat flux, Wm−2

Re � Reynolds number=�Wmd /�0
T0 � flow entry temperature, K
Tf � streamwise flow bulk temperature, K
Tw � wall temperature, K
�T � wall to flow-bulk temperature difference, K

U ,V ,W � dimensionless flow velocity vector with
flow velocity normalized by Wm

Wm � mean through flow velocity, ms−1

x � streamwise coordinate, m
z � coordinate in the direction of reciprocation,

m
X ,Z � dimensionless coordinates normalized by

tube diameter x /d ,z /d

Greek Symbols
� � thermal expansion coefficient of coolant,

K−1

� � coolant density, kg m−3

� � dimensionless time=�t
� � dynamic viscosity of coolant, kg s−1 m−1

� � kinematic viscosity of coolant, m2 s−1

� � angular coordinate along the circumference
of tube, �deg�

� � dimensionless flow pressure= p / ��Wm
2 �

� � angular location along the curvature of pla-
nar curved section, rad

Fig. 10 Typical reciprocating-buoyancy effects on heat
transfer

Table 5 Coefficients fc and fd at measured streamwise and angular locations

X �

= fc�X ,��
Grp+ fd�X ,��
Grp
2

�=0 deg �=45 deg �=90 deg �=135 deg �=180 deg �=225 deg �=270 deg �=315 deg

0 0 fc 4.67
10−8 1.61
10−7 1.02
10−8 −2.66
10−8

fd 1.24
10−13 1.78
10−13 1.36
10−13 2.19
10−13

8.2 � /4 fc −7.81
10−7 −2.98
10−7 −4.73
10−8 −3.75
10−7 2.35
10−7 −2.60
10−7 −1.74
10−7 −2.84
10−8

fd 1.46
10−12 8.61
10−13 −7.24
10−14 1.14
10−12 6.96
10−13 8.39
10−13 7.77
10−13 3.91
10−13

16.4 � /2 fc −2.49
10−7 −4.83
10−8 −8.41
10−8 −8.56
10−8 −1.22
10−7 −1.40
10−7 −1.35
10−7 −1.57
10−7

fd 6.24
10−13 8.05
10−15 4.85
10−13 2.36
10−13 −1.31
10−14 1.50
10−13 4.26
10−14 1.64
10−13

24.6 3� /4 fc −5.86
10−8 −2.92
10−7 −6.44
10−8 −1.48
10−7 −1.33
10−7 −1.53
10−7 −5.28
10−8 −2.10
10−7

fd 2.99
10−13 1.07
10−12 3.62
10−13 4.75
10−13 3.40
10−13 −1.17
10−13 2.35
10−13 2.10
10−14

32.8 � fc −2.19
10−7 −2.61
10−7 −2.75
10−7 −2.88
10−7 −1.67
10−7 −3.47
10−7 −2.85
10−7 −2.36
10−7

fd 4.10
10−13 8.86
10−13 6.80
10−13 8.25
10−13 3.07
10−13 1.68
10−13 6.36
10−13 4.85
10−14

Fig. 11 Comparison of experimental measurements with cor-
relation evaluations
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� � angular velocity of rotating disc creating
reciprocating motion, rad s−1

� ,� , � unknown functions

Subscripts
0 � flow entry condition
f � local fluids condition
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Hydrogen Fueled Spark-Ignition
Engines Predictive
and Experimental Performance
Hydrogen is well recognized as a suitable fuel for spark-ignition engine applications that
has many unique attractive features and limitations. It is a fuel that can continue poten-
tially to meet the ever-increasingly stringent regulations for exhaust and greenhouse gas
emissions. The application of hydrogen as an engine fuel has been tried over many
decades by numerous investigators with varying degrees of success. However, the perfor-
mance data reported often tend not to display consistent agreement between the various
investigators, mainly because of the wide differences in engine type, size, operating
conditions used, and the differing criteria employed to judge whether knock is taking
place or not. With the ever-increasing interest in hydrogen as an engine fuel, there is a
need to be able to model extensively various features of the performance of spark ignition
(S.I.) hydrogen engines so as to investigate and compare reliably the performance of
widely different engines under a wide variety of operating conditions. In the paper we
employ a quasidimensional two-zone model for the operation of S.I. engines when fueled
with hydrogen. In this approach, the engine combustion chamber at any instant of time
during combustion is considered to be divided into two temporally varying zones: a
burned zone and an unburned zone. The model incorporates a detailed chemical kinetic
model scheme of 30 reaction steps and 12 species, to simulate the oxidation reactions of
hydrogen in air. A knock prediction model, developed previously for S.I. methane-
hydrogen fueled engine applications was extended to consider operation on hydrogen.
The effects of changes in operating conditions, including a very wide range of variations
in the equivalence ratio on the onset of knock and its intensity, combustion duration,
power, efficiency, and operational limits were investigated. The results of this predictive
approach were shown to validate well against the corresponding experimental results,
obtained mostly in a variable compression ratio CFR engine. On this basis, the effects of
changes in some of the key operational engine variables, such as compression ratio,
intake temperature, and spark timing are presented and discussed. Some guidelines for
superior knock-free operation of engines on hydrogen are also made.
�DOI: 10.1115/1.2055987�

Introduction

The ever-increasing need to improve air quality and the
economy of fuel-consuming devices has led to a series of major
changes in engine design, hardware, and fuel composition that are
aimed at reducing exhaust emissions and improving the work pro-
duction efficiency �1�. One of these improvements is the employ-
ment of nonconventional alternative fuels, such as natural gas or
hydrogen. These can offer opportunities to achieve a cleaner ex-
haust gas and reductions in greenhouse gas emissions.

Hydrogen has long been recognized as a fuel having some
unique and highly desirable combustion properties for applica-
tions in S.I. engines, such as a wide flammable mixture range, low
ignition energy, and very fast flame propagation rates �2,3�. These
attractive features made it possible to operate conventional S.I.
engines on very lean mixtures so as to achieve high-power pro-
duction efficiencies with low NOx, negligible amounts of CO,
CO2, and HC when the contribution of the oxidation of lubricating
oil is considered �4�. However, to date hydrogen has tended not to
live up to its full potential as an engine fuel. Apart from economic
factors such as the high cost of the mass production of pure H2,
there are still some lingering obstacles that limit the wide appli-
cation of hydrogen in S.I. engines. For example, the operation of

H2 as S.I. engine fuels tends to involve occasionally backfire,
preignition �5,6� and the onset of knock �7�. The former is due
mainly to the low ignition energy needed to ignite H2-air mix-
tures, the presence of hot residual gas, and hot spots including hot
deposits on the surface of the combustion chamber while the onset
of knock is associated with uncontrolled autoignition of the un-
burned end gas mixture resulting from high temperatures and the
very fast flame propagation rates of H2 in S.I. engine applications.
Other limitations include the high NOx emissions with mixtures
around the stoichiometric and low-power output associated with
lean operation, which is employed usually to avoid the onset of
knock and provide also improved fuel economy and achieve low
NOx emissions. Among these lingering limitations, the onset of
knock remains the most serious �7–9�.

There are distinct operational limits beyond which satisfactory
engine performance cannot be maintained due to irregular flame
propagation leading to increased emissions, partial oxidation, and
unacceptably high cyclic variations �10�. A successful approach
we followed earlier to estimate the values of the operational mix-
ture limits of the engine is based on the assumption that at the
limit the combustion duration becomes exceedingly long.

The operation of S.I. engines on hydrogen was attempted over
the decades only on a limited basis displaying varying degrees of
success �3�. The engine performance data reported tend to display
often inconsistencies among the various investigators mainly due
to the widely different engine types and sizes, operating condi-
tions, and the criteria employed to judge whether knock is taking
place or not. Often, the tendency was to focus on the performance
of single cylinder engines over narrow operating conditions. There
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is a need to obtain for any engine over a wide variety of operating
conditions consistent data for the onset of knock, changes in the
combustion duration, energy release rates, power production, ef-
ficiency, lean operational limits, and exhaust emissions. This can-
not be accomplished solely by experiment; that requires much
capital and time resources. Accordingly, reliable modeling ap-
proaches offer, in principle, the opportunity to produce compre-
hensively the results needed while requiring significantly less in-
vestment of time and money. However, attempts to model S.I.
engine, performance with hydrogen, in comparison to other fuels,
tend to remain quite limited �11–13�.

In this paper we employ a two-zone quasidimensional model
developed for the prediction of the main features of the perfor-
mance of a hydrogen fueled S.I. engine. The model was validated
against some experimental results obtained earlier. The effects of
changes in key operating variables such as the compression ratio,
intake temperature, and spark timing on the knock limiting
equivalence ratios were established. Some of the other parameters
considered included the optimization of spark timing for the maxi-
mum indicated power output and efficiency and for the avoidance
of the onset of knock while maintaining high thermal efficiency
values.

Model Development for Hydrogen Fueled Engines
Modeling S.I. Engine Performance Including Knock

(MEPIK). The MEPIK is a two-zone and quasidimensional
model that predicts the performance of S.I. gas engines, including
the onset of knock and establishing its intensity, whenever it oc-
curs �12�. The homogeneous charge of the cylinder is assumed at
any instant during turbulent flame propagation combustion to be
divided into two zones of burned products and unburned reactants
that include the end gas region. The intake stroke is simulated
while accounting for the presence of residual gases. The simula-
tion for the other strokes is based on the state of the mixture at the
end of the intake stroke. Changes in the unburned reactants are
evaluated up to the time of spark ignition while accounting for the
heat transfer between the fuel mixture and surrounding walls. An
appropriate combustion energy release pattern over the entire
combustion period is employed to simulate the combustion and
the corresponding energy release processes after ignition. Follow-
ing the examination of a large number of experimental data for a
variety of operating conditions, it was shown that a triangular
function would be quite adequate for the present modeling ap-
proach �14�. The combustion duration and lag time model is vali-
dated against the experimental data. The composition of the
burned products following flame propagation is calculated while
accounting for thermodynamic dissociation. In the absence of spe-
cific information about heat transfer from the two combustion

zones to the outside walls with hydrogen combustion, a formula-
tion �15� that was based on experimental observations made in
hydrocarbon fueled engines was incorporated in the modeling.

In order to monitor at any instant during flame propagation the
likelihood of the onset of knock due to autoignition of the un-
burned end gas, the reactivity of the temporally changing end gas
region is evaluated employing a sufficiently detailed description
of the chemical reaction kinetics of the unburned mixture. For
hydrogen–air mixtures, this modeling involves 30 reactions, as
shown in the Appendix, Table 1, selected from the reaction
scheme of CH4 reported earlier �12� and the following 12 species:

H2,O2,H2O,H,O,OH,H2O2,HO2,N2,N,NO, and NO2.

The net rates of formation and consumption of each species of the
reactive end gas charge are calculated at every instant of time. The
energy released by these oxidation reactions of the end gas ahead
of the propagating flame is established and expressed as
�mu,t� �hsp−ht��, where hsp and ht are the specific enthalpy of the
unburnt end gas at the time of spark passage and at the instant
time “t,” respectively. mu,t is the corresponding remaining instan-
taneous mass of the end gas at the time “t.”

The model can predict engine performance parameters that in-
clude temporal variations in the value of a knock criterion, cylin-
der pressure, and mean temperatures of the two zones. This could
be done for different mixture equivalence ratios, engine speeds,
intake temperatures, intake pressures, and spark timings while ac-
counting for the effects of changes in some design parameters
such as compression ratio, engine size, and valve timing. Without
the need to adjust some features of the kinetic scheme so as to
provide good agreement with experiment, the model could predict
satisfactorily the onset of knock due to the autoignition of the end
gas and engine performance parameters, such as the indicated
power production and thermal efficiency.

The Knock Prediction Model. In S.I. engine applications, the
onset of knock is a prime limitation that needs to be avoided while
maintaining superior performance. A knock prediction model was
developed earlier based on establishing whether autoignition is to
take place or not within the end gas region during the flame propa-
gation period. The model with experimental verification showed
that the onset of the borderline knock was encountered when the
current value of the criterion “Kn” just exceeded a critical value.
Kn is a function defined as the calculated, temporally varying, and
accumulated energy released within the varying end gas mass,
resulting from the preflame-front oxidation reactions per unit of
the instantaneous cylinder volume, normalized relative to the cor-
responding total amount of energy to be released through normal
flame propagation per unit of cylinder swept volume �12�, i.e.:

Knock Criterion Kn =

total energy released by reactions of the current end gas at time “ t”

�current cylinder volume�t
total energy of the whole charge to be released by flame propagation

�initial cylinder volume�t0

�1�

This function also represents the increase in cylinder pressure due
to the prearrival of the flame-front oxidation reaction activity
within the instantaneous size of the end gas relative to the mean
effective combustion pressure reckoned with respect to the initial
cylinder volume. Accordingly, the value of Kn is an integrated
function of the normalized energetic consequences of any
preflame-front oxidation energy release of the end gas.

Normally, for a S.I. engine when operated with most common
fuels at moderate compression ratios, the earliest onset of knock,

if it is to take place, is usually associated with mixtures around the
stoichiometric region. The knock criterion at any crank angle dur-
ing flame propagation can be shown to approximate to the follow-
ing equation �12,13�:

Kn =
hsp − ht

�h0
�

mu,t

m0
� �CR − 1� �2�

Such a relatively simple modeling approach that incorporates de-
tailed chemical kinetics calculations to evaluate “ht,” was shown
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to be capable of predicting successfully the onset of knock in CH4
fueled S.I. engines while H2 and C3H8 present as additives �12,13�
when the critical value of Kn was just over unity �1.0–1.5�. How-
ever, for engine operation with pure hydrogen, knock may be
encountered over a wide range of equivalence ratio values on
either side of the stoichiometric value and with very widely vary-
ing flame propagation rates. To account for these differences, the
definition of Kn was extended so that the energy release is nor-
malized also relative to that of the stoichiometric mixture while
additionally the combustion duration is normalized relative to a
typical constant value ��c,ref, such as that commonly observed for
completing flame propagation with the common fuel methane
�e.g., 50°C A�, as shown in Eq. �3�.

Kn =
hsp − ht

�h0
�

mu

m0
� �CR − 1� �

�h0

��h0�stoich
�

��c,ref

��c,f.c.
�3�

This modified knock criterion approach is based on the examina-
tion of the autoignition process simulated by the chemical kinetic
model stated earlier while considering the factors that would af-
fect the intensity of knock once it occurs. These include the un-
burned mixture equivalence ratio, compression ratio, mixture en-
ergy density, and combustion duration. This model would be

shown to be able to simulate the performance including the onset
of knock of S.I. engines operated on hydrogen.

Validation and Results
The modification to the model was incorporated for simulating

the performance, including the onset of knock, of a variable com-
pression ratio, open throttle, single cylinder S.I., CFR engine of
82.6 mm bore, and 114 mm stroke operated on hydrogen. The
prediction results were validated against the corresponding experi-
mental results. In the experiments, the spark timing, which is a
very important influencing variable, was made to change with the
increase in compression ratio, as shown in Fig. 1. This is consis-
tent with that employed earlier for the knock rating of a range of
fuels, and it is similar to the ASTM recommendation �7�. Obvi-
ously, other forms of variations could have been employed. The
experimental values of the limits were established from the ob-
served changes in the pressure temporal development records over
a large number of cycles and during light audible knocking noise

Fig. 1 The variation of spark timing with changes in compres-
sion ratio employed at 900 rev/min

Fig. 2 A comparison of the predicted knock limited equiva-
lence ratio with those determined experimentally „log scale….
Tin=311 K. Triangle: Experimental data; solid line: prediction
data.

Fig. 3 A comparison of the predicted knock limited equiva-
lence ratio with those determined experimentally „log scale….
Tin=345 K. Triangle: experimental data; solid line: prediction
data.

Fig. 4 Typical variation „log scale… of the predicted knock lim-
ited equivalence ratio with changes in the compression ratio
for three intake temperatures. Pin=100 kPa.
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�7,9�. Also, during the knock rating of H2, the occurrence of pre-
ignition was not encountered in this engine and the specific oper-
ating conditions employed. The knock observed was attributed to
autoignition, which always occurred well after the initiation of the
flame by the spark.

The predicted lean and rich knock limited equivalence ratios
are shown plotted logarithmically with the corresponding experi-
mental values in Fig. 2 and Fig. 3, displaying relatively good
agreement. The less satisfactory agreement at the very low com-
pression ratios and low intake temperature for the less practically
important rich knock limit is probably the result of less adequate
accounting for the increased effects of residuals and heat transfer
on the onset of knock and the high rates of pressure rise resulting
from the very fast flame propagation occurred mainly before top
dead center when operated at advanced spark timing, as shown in
Fig. 1.

The effects of changing some of the key operating variables on
engine performance parameters were predicted. On this basis, it

was confirmed that the incidence of knock is the most important
consideration in hydrogen engine operation. Figure 4 shows typi-
cally the effects of changing the compression ratio on the knock
limits for different intake mixture temperatures, indicating that
both the compression ratio and intake temperature are key vari-
ables that control the incidence of knock.

Retarded spark timing though lowers the fuel economy contrib-
utes to the suppression of the onset of knock. However, as shown
in Fig. 5, the effects of retarding the spark timing additionally to
what was employed and shown in Fig. 1, tended to produce in
comparison a lesser effect than with changing the compression
ratio or intake temperature.

The operation of the S.I. engine is normally limited by unac-
ceptably slow flame propagation due to the excessively lean or
rich equivalence ratio that would cause failure. Accordingly, apart
from the knock limits, these operationally limiting equivalence
ratios, known as operational limits, are also important parameters.
In this research, the predicted combustion duration was used to
estimate the operational limit on the basis that the limits are asso-
ciated with combustion duration values in excess of 120°C A.
Figure 6 shows a comparison among the operational limit values

Fig. 5 Typical variation „log scale… of predicted knock-limited
equivalence ratio with changes in the compression ratio for a
range of spark timings „CA BTDC…. Tin=311 K, Pin=100 kPa.

Fig. 6 Variation of the operation limited equivalence ratio pre-
dicted by using different values of the combustion duration,
with changes in compression ratio, Tin=311 K, Pin=100 kPa.
The experimentally determined first misfire limit values are also
shown.

Fig. 7 The variation of the operational and knocking regions
with compression ratio
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when predicted on this basis of different values of the combustion
duration with those of the first misfire limits, as observed experi-
mentally. It can be seen that the predicted values of the opera-
tional limits are very close for different limiting values of the
combustion duration that were longer than 120°C A. This value
of the limit would indicate, as expected, that flame propagation
needs to be completed well before the instant of the exhaust valve
opening.

For the satisfactory operation of a S.I. engine on pure hydrogen,
a sufficiently wide operational mixture region is needed, espe-
cially for lean mixture operation when a high compression ratio is
employed. This mixture region, which is bounded by the knock
limit and the corresponding operational limit, narrows with in-
creasing the compression ratio and/or intake temperature, as
shown in Fig. 7. This would indicate that the S.I. engine, when
operated on hydrogen, would not be run at very high compression
ratios, even though the onset of knock could be avoided and high
efficiency could be achieved with lean operation.

The main aim of H2 engine control is to ensure high-power
production efficiency and low NOx emissions while producing
superior power production. This would indicate that operation

close to borderline knock is desirable to obtain high-power output.
Figure 8 shows typically the power output and efficiency values at
a borderline knock operation for a range of values of compression
ratio. It can be seen that the engine achieves a power production
peak at a moderate value of compression ratio, but high efficiency
values are achieved at high compression ratios. Generally, increas-
ing the compression ratio tends to increase engine power produc-
tion and efficiency. But the corresponding decrease in the equiva-
lence ratio required to avoid the onset of the knock, tends to
decrease the power output and increase the efficiency mainly due
to the leaner operation. The necessary changes to the spark timing
also contribute to this trend, since spark timing needs to be re-
tarded at high compression ratios so that the combustion takes
place near the top dead center.

Other than power production, to achieve a high value of effi-
ciency is becoming increasingly important because of the need to
reduce the relative hydrogen consumption. Spark timing control
can be another effective approach to optimize engine perfor-
mance. Such an optimization tends to be more complicated for
hydrogen operation. This is because of the very wide variation
possible in the flame propagation rates of the hydrogen-air mix-

Fig. 8 Typical variations of the engine indicated power pro-
duction and its efficiency at knock borderline operation with
changes in compression ratios. Tin=311 K, Pin=100 kPa. Spark
timing as shown in Fig. 1.

Fig. 9 Typical variation of optimized spark timing with
changes in equivalence ratio at constant compression ratio.
CR=8, Tin=311 K, Pin=100 kPa.

Fig. 10 Variation of engine performance with changes in
equivalence ratios for optimized spark timing. CR=8, Tin
=311 K, Pin=100 kPa.

Fig. 11 A comparison of the typical variation of the optimized
spark timing with changes in equivalence ratios and compres-
sion ratios. Tin=311 K, Pin=100 kPa.
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tures and the need to avoid the onset of knock on the one hand and
combustion failure on the other while aiming simultaneously at
ensuring optimum engine performance �16�. Retarded spark tim-
ing is selected to avoid knock when the engine is running around
the stoichiometric region where the onset of knock is the major
concern, as shown in Fig. 9. However, the spark timing can be
optimized on power production efficiency when knock-free opera-
tion was expected such as at a very lean operation. Figure 10
shows the indicated power output and efficiency variations with
an equivalence ratio while using the optimized spark timing
shown in Fig. 9. For example, the value of the peak power pro-
duction efficiency for the single cylinder CFR engine being mod-
eled is about 38%, achieved for a lean operation of �=0.36 at a
speed of 900 rev./min., open throttle and normally aspirated with
ambient intake temperature.

The effect of changes in the compression ratio on the optimized
spark timing is also analytically examined and shown typically in
Fig. 11. It can be seen that for the values of the compression ratio
considered, the spark timing must be retarded much more for
operation around stoichiometric than for lean mixtures. This may
be attributed to the more serious effect of the increase in compres-
sion ratio on autoignition reaction rates and the resulting knock
intensity than that on the flame propagation rates.

Conclusion
A two-zone quasidimensional model developed earlier �12,13�

for methane-hydrogen engine operation was modified and ex-
tended to consider hydrogen operation over a wide equivalence
ratio range. The modified model was shown to be capable of pre-
dicting engine performance, including the onset of knock. Pre-
dicted results agreed well with the experimental values.

The avoidance of the incidence of knock is a most important
consideration in H2 engine operation. The compression ratio and

intake temperature are the main parameters that affect the knock-
limited equivalence ratio while the effect of spark timing tends to
be, in comparison, less effective. The knock-free operational mix-
ture region tends to narrow significantly with increasing compres-
sion ratio and intake temperature. This represents a practical limi-
tation to the improvement of power and efficiency of hydrogen
engines.

It was shown that a combustion duration with an assumed
length of 120°C A can be used for predicting the operational limit
of the S.I. engines.
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Nomenclature
CR � compression ratio
hsp � enthalpy of the mixture at spark timing, kJ/kg
ht � enthalpy of the mixture at any instant “t,”

kJ/kg
Kn � knock criterion
mu � mass of the end gas at any instant “t,” kg
m0 � mass of the fresh charge, kg

��c � Combustion duration, °CA
��c,f.c. � combustion duration for fast flames, °CA
��c,ref � reference combustion duration, °CA

�h0 � effective heating value of the fresh charge,
kJ/kg

� � equivalence ratio
�op � operation limited equivalence ratio
�kn � knock limited equivalence ratio

Appendix

Table 1 The chemical kinetic scheme. Reaction rates units are in m3 mol s J.

No. Reaction

Forward reaction constants Backward reaction constants

Af Bf Ef Ab Bb Eb

1 H2+OH=H+H2O 2.20E+07 0 2.16E+04 9.30E+07 0 8.52E+04
2 H2+O=H+OH 1.80E+04 1.00 3.71E+04 8.30E+03 1.00 2.90E+04
3 H2+O2=HO2+H 5.00E+06 0.46 2.24E+05 6.60E+07 0 8.93E+03
4 H2+HO2=H+H2O2 7.24E+05 0 7.82E+04 1.70E+06 0 1.57E+04
5 H+HO2=OH+OH 1.50E+08 0 4.19E+03 1.53E+04 0.84 1.42E+05
6 H+H+M=H2+M 1.83E+06 −1.00 0.00E+00 6.28E+08 0 4.01E+05
7 H+OH+M=H2O+M 3.60E+01 0 0.00E+00 8.30E+11 0 5.01E+05
8 H+O2+M=HO2+M 8.00E+05 −1 0.00E+00 2.40E+09 0 1.90E+05
9 O+O+M=O2+M 4.70E+03 −0.28 0.00E+00 5.10E+09 0 4.80E+05
10 OH+OH+M=H2O2+M 3.20E+10 −2 0.00E+00 1.69E+18 −2 2.00E+05
11 HO2+OH=H2O+O2 1.50E+07 0 0.00E+00 1.41E+10 −0.56 2.87E+05
12 H2O+O=OH+OH 1.50E+04 1.14 7.21E+04 1.50E+03 1.14 0.00E+00
13 H2O2+O2=HO2+HO2 1.00E+06 0 1.67E+05 2.50E+05 0 −5.20E+03
14 H+H2O2=H2O+OH 1.00E+07 0 1.50E+04 3.34E+06 0 3.12E+05
15 H+O2=O+OH 5.13E+10 −0.82 6.89E+04 1.30E+07 0 0.00E+00
16 H2O2+OH=H2O+HO2 1.00E+07 0 7.50E+03 2.80E+07 0 1.38E+05
17 H+O+M=OH+M 1.00E+04 0 0.00E+00 8.00E+13 −1.00 4.34E+05
18 HO2+O=O2+OH 2.00E+07 0 0.00E+00 2.81E+08 −0.33 2.14E+05
19 H2+O2=OH+OH 2.50E+06 0 1.63E+05 6.00E+04 0 8.54E+04
20 H2O2+O=HO2+OH 2.80E+07 0 2.68E+04 9.51E+06 0 8.67E+04
21 H+HO2=O+H2O 3.00E+07 0 7.20E+03 2.95E+07 0 2.45E+05
22 NO+N=O+N2 3.27E+06 0.30 0.00E+00 1.80E+06 0 3.17E+05
23 N+O2=O+NO 1.10E+07 0 3.13E+04 2.10E+06 0 1.67E+05
24 N+OH=H+NO 3.80E+07 0 0.00E+00 1.20E+08 0 2.02E+05
25 NO+HO2=NO2+OH 8.70E+05 0 0.00E+00 6.00E+06 0 3.35E+04
26 NO+O+M=NO2+M 5.80E−02 1 −3.58E+04 1.10E+10 0 2.72E+05
27 NO2+O=NO+O2 1.00E+07 0 2.51E+03 2.20E+06 0 1.93E+05
28 NO2+H=NO+OH 2.90E+07 0 0.00E+00 3.50E+05 0 1.23E+05
29 NO+NO=N2+O2 1.41E+09 0 3.66E+05 2.85E+10 0 5.36E+05
30 NO+NO+O2=NO2+NO2 4.90E−06 1.00 2.51E+03 4.00E+06 0 1.13E+05
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